Multilevel Structural Equation Modelling in Marketing and Management Research

By Johannes Hirschmann and Bernhard Swoboda

Multilevel (or mixed linear) modelling (MLM) either simultaneously tests hypotheses at several levels of analysis or controls for confounding effects at one level while testing hypotheses at another level. Advances in multilevel structural equation modelling (MSEM) enable the specification of latent variables, which are more common in marketing research than the manifest variables employed in hierarchical linear modelling (HLM), and open new conceptual possibilities. However, MSEM involves several challenges and is not frequently used. The authors therefore outline key methodological requirements, options, and challenges regarding MSEM and provide a systematic approach for its use. To achieve this goal, multilevel modelling and the advantages of MSEM over HLM are illustrated, followed by a literature review of marketing and management studies, to determine how MSEM and HLM are differentially applied. The requirements, options, and challenges of MSEM are systematically illustrated by elaborating current knowledge in the literature and by presenting an empirical study describing the sampling, measurement, and methodological issues for three model types: cross-level effects, cross-level interactions, and cross-level effects and interactions. Promising directions and major challenges for future research are examined.

1. Introduction

International business research often involves two levels (e.g., customers, decisions, or subsidiaries’ performance nested within countries, cultures, or regions), as do strategy research (e.g., how resources and industry structure affect firm performance) and sales research (e.g., successful sales persons nested within sales teams nested within organizations, with three levels). MLM allows one to accurately model lower-level (level 1) effects and the surrounding (level 2) context in addition to various interrelations between both levels. Hierarchical data were previously analysed with fixed-parameter linear regression, which does not account for shared variance. Historically, scholars in the fields of education (e.g., Burstein 1980), biology (e.g., Laird and Ware 1982), sociology (e.g., Blalock 1984), and management (e.g., Mossberger and Bedeian 1983) were the first to discuss MLM. However, only after advances in statistical theory did the application of MLM surge. One of the first applications was in educational research (Atkin and Longford 1986). The basics of MLM are well known (e.g., Hox 2010), and HLM is frequently employed (a form of ordinary least squares (OLS) regression, analysing variance in the outcome variable with predictor variables at different hierarchical levels). However, HLM does not handle latent constructs and is inferior to MSEM. For example, HLM does not account for measurement errors. Therefore, MSEM is increasingly methodologically discussed (e.g., Barile 2016; du Toit and du Toit 2008; Hox 2013) but seldom applied. A review of current and future applications and the methodological requirements, options, and challenges associated with MSEM would be beneficial.

In marketing research, latent factors are common, and latent-factor multi-group structural equation modelling (SEM) dominates the analysis of data from independent samples (e.g., Jöreskog 1971). Advances in SEM analysing multiple levels have created unrealized potential (Preacher et al. 2016; Preacher et al. 2010). Currently,
methodological papers (e.g., Rabe-Hesketh et al. 2012), textbooks (e.g., Heck and Thomas 2015; Kelloway 2015), and a few studies (e.g., Swoboda et al. 2016; Zhou et al. 2010) have addressed MSEM. The papers are technical and may be difficult to understand; the textbooks are extensive in scope and less suitable as a compact reference, and the studies do not describe MSEM in detail. A systematic, nontechnical guide for conducting an MSEM analysis is lacking, though examples demonstrate the relevance of MSEM and of such a guide.

• First, a strong corporate reputation (CR) is known to affect firms’ performance, and multinational firms’ increasingly manage their CR across nations to, for example, attract local customers. However, the effects of an often centrally managed but locally perceived CR (i.e., consumers’ overall evaluation of a firm’s responsibility, strength, or quality of offers, Walsh and Beatty 2007) are likely to vary across nations, giving rise to the question of whether country differences reinforce or diminish CR perceptions and effects. Answering this question allows for better CR management, e.g., in countries with similar reinforcing or diminishing institutions. Scholars have provided insights, particularly regarding the role of culture as a moderator of CR effects on behavioural outcomes (e.g., Bartikowski et al. 2011; Falkenreck and Wagner 2010). However, most studies compared few countries in multi-group models. The three to five countries that were analysed differ not only culturally but also with respect to further country institutions, and the extent to which culture explains CR effects remains unclear. Swoboda et al. (2016) demonstrated differences between the results of multi-group models and those of MSEM. Deephouse et al. (2016) applied HLM to analyse the role of culture on CR perception differences across nations, whereas Swoboda and Hirschmann (2017) used MSEM and obtained contradictory results. The contradictory results are maybe obvious because multi-group models disregard shared variances, for example, and HLM is unable to analyse latent constructs.

• Second, MSM is relevant to sales management. A possible research question is whether and how individual coaching frequency relates to sales managers’ goal attainment and how this relationship is reinforced or diminished by regional managers’ coaching skills. When district managers’ coaching skills are assumed to affect the clarity of the sales teams’ roles, two distinct models exist on both levels and cannot effectively be analysed without MSEM (e.g., Dahling et al. 2015). Considering how division managers’ leadership styles affect the applicability of regional sales managers’ coaching introduces a third level to the model. The prevailing existence of latent constructs (e.g., human perceptions) and the need for aggregate data (e.g., team-level data must be aggregates of individual-level observations because the team itself cannot be questioned) make MSEM relevant in such research. Therefore, in similar human resource management research fields, multilevel theorizing and modelling has gained popularity (e.g., Peccei and van de Vooorde 2016).

• Third, MSEM can be used for Big Data in retailing research. A question might be whether perceived price promotions affect patronage behaviour over multiple time points and how this effect is moderated by consumers’ price sensitivity. Studies have addressed similar issues without MSEM: Venkatesan and Farris (2012) analysed how price promotions affect purchases but are not affected over time, whereas Yi and Yoo (2011) analysed how sales promotions affect consumers’ brand attitudes over time by grouping consumers. Conceptually, perceived price promotions and patronage behaviour can be situated at the time level 1 and price sensitivity can be situated at the consumer level 2. MSEM is necessary because of both latent constructs (perceived price promotions and price sensitivity) and the behaviour measure; additionally, it detects the amount of variance in patronage behaviour that is explained by (more time-invariant) individuals’ price sensitivity and by the time of the perceived price promotion. Retail studies have often disregarded the hierarchical data structure (e.g., Hoppner and Griffith 2015). The examples indicate that MSEM avoids erroneous results and allows for an investigation of research questions and models that would not have been possible otherwise. As MSEM is not frequently used, our first research objective is to introduce scholars to MSEM and its advantages over HLM and to provide novel insights into the topics and shortcomings of MSEM/HLM use in extant studies. We contribute to the literature by providing a review of 527 studies in marketing and management research in which HLM and MSEM are employed. Four categories of multilevel hypotheses found in studies published in 22 leading journals over 20 years are discussed and differentiated into five characteristic research fields (general marketing, international marketing, international management, general management, and human resource management).

Our second objective is to address the requirements, options, and challenges of MSEM. We contribute to the literature by discussing the sampling, measurement, and methodological requirements, options, and challenges of MSEM-based studies. In doing so, we provide a nontechnical explanation and a systematic step-by-step procedure for designing and conducting a cross-sectional MSEM study that tests hypotheses across levels.[1] Additionally, the limitations and oversights are addressed. Our empirical example presents the results for three frequently used types of MSEM models: cross-level effects, cross-level interactions, and cross-level effects and interactions. We provide the first systematic illustration and interpretation to help scholars conduct MSEM-based studies.

The remainder of this article proceeds as follows. After an introduction of MSEM (compared with HLM), the
use of both in extant studies is addressed. The methodological requirements, options, and challenges of MSEM are systematically elaborated; sampling, measurement, and methodological issues are addressed; and the empirical results for the three types of MSEM models are presented.

2. Introduction to multilevel structural equation modelling

Understanding MSEM requires knowledge of MLM’s basic logic, which we briefly describe before addressing HLM and MSEM. For a hierarchical data structure in MLM, a unit at the lowest (micro) level of measurement must be nested within one unit at a higher (macro) level. Individual-level variables are attitudes, perceptions, or behaviours, for example, which may vary due to economic or political institutions of countries or sizes or leadership styles of firms. MLM is needed if a researcher is interested in propositions that connect variables at different levels (macro/micro) or if a multistage sample design has been employed. MLM has three categories of possible propositions (see Fig. 1) (Snijders and Bosker 2012, pp. 10–12).

Micro-level propositions only consider relationships between variables on level 1 (e.g., the individual level). The dotted line indicates that even though all variables of interest are on the micro-level, a macro-level also exists, i.e., the hypothesis does not refer to the macro-level but the macro-level may be present in the sample. For example, one might question how consumers’ perceptions of a firm’s CR affect trust while sampling consumers from different countries. MLM controls for this issue. We do not discuss micro-level and macro-level views further.

Macro-level propositions concern instances in which macro-level variables are related to micro-level variables. Within this category, four model types are common:

(a) Macro-to-micro effects (cross-level effects), where \( Z \) has a direct effect on \( y \). Referring to the initial example, a researcher might want to model the effect of national culture – a level 2 variable – on consumers’ perceptions of a firm’s CR – a level 1 variable – to explain CR perception differences across nations. Thus, the effect occurs from one level to another level.

(b) Special macro-to-micro-effects, with a relation between \( Z \) and \( y \), where the effect of \( x \) and \( y \) is considered. For example, consumers’ perceptions of CR (level 1) may simultaneously depend on national culture (level 2) and on consumers’ perceptions of a firm’s perceived online communication activities (level 1).

(c) Macro-micro-interaction (cross-level interactions), where the relation between \( x \) and \( y \) is dependent on \( Z \). Interactions can be included in a multilevel model and can fall between any pair of variables, regardless of the level of conceptualization. For example, the relation between individuals’ CR perception (\( x \)) and their loyalty towards the firm (\( y \), both individual level 1) might depend on culture (level 2). Additional variables could be chosen as \( x \) or \( y \).

(d) Macro-to-micro-effect and interactions, where \( Z \) has a direct effect on \( x \) and on the relation between \( x \) and \( y \). This model type combines a cross-level effect and an interaction. For example, a researcher might want to model national culture as simultaneously determining consumers’ perception of CR and the relation between CR and consumer loyalty.

Subsequently, we focus on model types (a), (c), and (d) because they are the most common and easily modifiable to generate additional model types (e.g., mediation models).

Fig. 1: Categories of possible multilevel propositions
**Introduction to HLM**

HLMs – hierarchical linear model, random coefficient model, or variance component model – have been extensively employed (for reviews, see, e.g., Ozkaya et al. 2013). These models typically assume hierarchical data with one outcome variable that is measured at the lowest level and explanatory variables at the lowest and higher levels. One assumption of OLS regression is that the measured units are independent, i.e., that the residual errors are each assumed to have a mean of 0 and be independent of one another. However, if the data are clustered, i.e., the measured units are not independent, and this clustering is not considered in a regression model (which traditional, one-level OLS regression does not do), the assumption of independence is violated. Ignoring the hierarchical structure of the data and applying traditional OLS regression tests produce underestimated standard errors. Thus, confidence intervals might be too narrow and the $p$-values too small, which produces spurious significant results. Correct standard errors will be estimated only if the variation among clusters is permitted in the analysis, which HLM allows (Kreft and Leeuw 1998, p. 2).

HLM models are often represented by a series of regression equations. As an example, we illustrate a model that allows for variation between clusters in level 1 intercepts (the function value at $x = 0$ in a linear function of $x$) and slopes ($m$ in a linear function $y = mx + b$ (random coefficient model)). Such a model is only useful for examining level 1 predictors when the data have a hierarchical structure, as is the case with a micro-level proposition in Fig. 1.

Level 1: $y_{ij} = \beta_{0j} + \beta_{1j} x_{ij} + r_{ij}$  
Level 2: $\beta_{0j} = \gamma_{00} + u_{0j}$  
$\beta_{1j} = \gamma_{10} + u_{1j}$

where $y_{ij}$ is an individual $i$’s estimate for the dependent variable $y$ in cluster $j$, $\beta_{0j}$ is the random intercept on level 1, $\beta_{1j}$ is the random slope on level 1, $x_{ij}$ is individual $i$’s observation in cluster $j$ on level 1, $r_{ij}$ is the level 1 residual, $\gamma_{00}$ is the mean intercept across all clusters, $u_{0j}$ is the residual for the random intercept on level 2, $\gamma_{10}$ is the mean slope across all clusters, and $u_{1j}$ is the residual for the random slope on level 2. The subscript $j$ refers to the level 2 clusters ($j = 1 \ldots J$), and the subscript $i$ refers to the level 1 observations ($i = 1 \ldots n_j$). The residuals $u_{0j}$ and $u_{1j}$ are each assumed to have a mean of 0 and be independent of $r_{ij}$.

We can illustrate a HLM model by a firm’s product managers across regions with specific levels of experience (in years) and different sales volumes of products for which they are responsible (in EUR). Considering the hierarchical structure of the data (product managers nested within regions), we may model manager $i$’s sales ($y_{ij}$) on level 1 as dependent on their individual experience ($x_{ij}$). Thus, $\beta_{0j}$ is the level 1 random intercept, i.e., the mean sales of region $j$; $\beta_{1j}$ is the level 1 random regression slope; and $r_{ij}$ is manager $i$’s sales deviation from region $j$’s mean sales. If we theoretically want to allow for variation in the intercepts and slopes across the regions, we model $\beta_{0j}$ as the grand mean (i.e., average) of sales across all regions ($\gamma_{00}$) plus region $j$’s deviation from the grand mean ($u_{0j}$) on level 2. $\beta_{1j}$ is the average regression coefficient across all regions ($\gamma_{10}$) plus region $j$’s deviation. The regression lines of the regression ‘sales on experience’ are allowed to have both a different intercept and slope in each of the regions. This model can be easily modified for the analysis of macro-to-micro effects (means as outcomes model) or macro-micro interactions (intercept and slopes as outcomes model) (see Chapter 4).

**Introduction to MSEM**

MSEM is a combination of HLM and SEM. Covariance-based (vs. composite-based) SEM is a well-known statistical methodology that allows one to describe the latent structure that underlies a set of manifest variables and to estimate model relationships between latent variables (e.g., Jöreskog 1969; Kline 2011). Latent variables (factors) are constructs that cannot be directly observed but rather need to be estimated based on a number of manifest variables (Brown 2015). For example, intentional loyalty of a consumer cannot be directly measured because it resides within a consumer’s mind (e.g., Oliver 2015, pp. 453–455). Typically, scholars impose the structure of a hypothesized model on the data in a sample and then test how well the observed data fit this restricted structure. Because a perfect fit between the hypothesized model and the observed data is unlikely, a differential (measurement error) naturally exists between the two (Byrne 2012). SEM was first adopted in psychology (for a review, see, e.g., Breckler 1990) but soon became increasingly popular in marketing (e.g., Bagozzi 1977) and offers measurement-design-related advantages relative to OLS regression (e.g., Vernon and Eysenck 2007):

- **SEM allows a greater variety of types of indicators that can be used in the model, such as dichotomous, ordinal, categorical, and count variables.**
- **SEM allows for the estimation of latent constructs that consider the measurement error associated with each item instead of averaged items or factor scores of a scale (the common variance between the items is used to define the construct).**
- **SEM allows one to model more complicated models than OLS regression (e.g. SEM permits one to include multiple mediators rather than only one dependent variable in a model; mediation models can be simultaneously estimated without additional plugins such as the PROCESS plugin in SPSS; Hayes 2013).**
- **SEM offers advanced means for treating missing data, such as full-information maximum likelihood (FIML) estimation and multiple imputation.**
- **SEM provides exact (e.g., chi-square statistic $\chi^2$) and approximate fit indices (e.g., comparative fit index (CFI), root mean square error of approximation (RMSEA)).** Fit indices statistically indicate how well
a model fits the data compared with unconstrained/alternative models.

- SEM allows one to detect measurement invariance (MI), i.e., to determine whether or not measurement operations yield measures of the same attribute. Testing for MI is important when the data were obtained from individuals from different groups, e.g., countries or cultures (in OLS only recently proposed by Henseler et al. 2016).

Based on these advantages, the application of (single-level) SEMs with multiple indicators of individual level constructs is pervasive. Additionally, MLM studies that employ manifest variables (i.e., HLM) are common. However, progress in integrating these two dominant methodologies into a single framework has been slow. Early statistical developments laid the foundation for crucial advances, but they were difficult to implement in existing multilevel software (e.g., McDonald 1994). Recently, scholars enabled the application of MSEM, which incorporates the advantages of SEM into HLM (e.g., Marsh et al. 2009). Such a synthesis of both methods is required “when the units of observation form a hierarchy of nested clusters and some variables of interest cannot be measured directly but are measured by a set of items or fallible instruments” (Rabe-Hesketh et al. 2004, p. 168). MSEM in its current state has several advantages relative to HLM:

- HLM can only be used to model the effects of higher-level predictor variables on level 1 outcomes and the effects of level 1 predictor variables on level 1 outcomes but not the effects of lower-level variables on higher-level outcomes. In contrast, the outcome variable can be situated at any level with MSEM (Preacher et al. 2010).

- In HLM, latent variables are impossible to include or require factor loadings of 1; consequently, measurement error is problematic. In contrast, MSEM treats latent constructs (Preacher et al. 2016). Because a majority of applications naturally include latent constructs, MSEM represents a considerable advancement over HLM (Mehta and Neale 2005).

- Whereas HLM aims to indicate the explained variance by $R^2$ (and additional log likelihood-based model evaluations that allow for the calculation of relative fit measures such as AIC and BIC), MSEM provides a variety of fit indices of the model, e.g., chi-square coefficient, CFI, and SRMR (Heck and Thomas 2015). In MSEM, level-specific model fit indices can be computed to circumvent the problem that, in the event of a poor model fit, the level at which the model fails is unclear (Ryu and West 2009).

- In HLM, within and between effects are often conflated. If steps are taken to separate these effects, then bias arises. MSEM allows for a separate examination of these effects at different levels (Lüdtke et al. 2008; Zhang et al. 2009).

- The MSEM method has been shown to outperform HLM in two-level models in terms of the bias in parameter estimates and confidence in the interval coverage. MSEM has been demonstrated to exhibit adequate efficiency, convergence rates, and power under a variety of conditions (Preacher et al. 2011).

- Finally, MSEM allows one to test for MI of items at the individual and group levels. Similar to SEM, MSEM allows one to test for these potential differences by a comparison of the strengths of the factor loadings of each construct and across clusters (e.g., Jak et al. 2013).

3. Multilevel modelling in the literature

A literature review revealed how SEM and HLM are used, yielding insights into future efforts. Tab. 1 summarizes 527 empirical studies published between 1/1997 and 4/2017. A focus on the highest-ranked marketing journals (JIRM, JCP, JCR, JM, JMR, JPIM, JR, JSR, JAMS, and MS), management journals (AMJ, ASQ, JE&MS, JoM, JMS, MS, OS, and SMJ), and international journals (IMR, JIBS, JIM, and JWB) assures minimum quality. The following research strategy was used to select relevant articles (e.g., Ozkaya et al. 2013). First, journals were searched using twelve keywords: hierarchical linear modelling, HLM, multilevel, multilevel modelling, MLM, multilevel structural equation modelling, MSEM, random coefficients, random intercept, random slope, Raudenbush, RCM, and random coefficients model. This procedure produced 569 articles. Second, after excluding non-MLM or conceptual/methodological studies, 527 articles were obtained. Their systematization was two-fold: characteristic research fields (general marketing, international marketing, international management, general management, and human resource management; chosen due to the relevance of MLM) and analytical method MSEM or HLM with four model types (cross-level effect, cross-level interaction, cross-level effect and interaction).

Not surprisingly, HLM is applied more often than MSEM (504 vs. 23 studies), particularly in management research (347 studies). However, HLM is only appropriate when the effects of manifest variables on a manifest level 1 outcome variable are analysed (e.g., the effect of top management team diversity on firm performance; Nielsen and Nielsen 2013), whereas management scholars also use latent variables (e.g., perceived service orientation; Aryee et al. 2016). Similarly, in marketing research. HLM studies use both manifest variables (e.g., sales volume, store size, shopping basket size, and competitive intensity; Haans and Gijsbrechts 2011) and latent constructs. Because HLM cannot treat the latter (Preacher et al. 2016), questions arise, for example, why scholars measure latent constructs but compute mean scores and how they communicate this procedure (e.g., Martin and Hill 2015, p. 409 noted that they “combine [items] into a single well-being measure” but did not state how).
### Tab. 1: Literature review on MLM

<table>
<thead>
<tr>
<th>General marketing research</th>
<th>International marketing research</th>
<th>International management research</th>
<th>General management research</th>
<th>Human resource management</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MSEM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-level effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-level interaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-level effect and interaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Further</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HLM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-level effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note:* The table lists various references to research papers and models in marketing and management studies.
<table>
<thead>
<tr>
<th>General marketing research</th>
<th>International marketing research</th>
<th>International management research</th>
<th>General management research</th>
<th>Human resource management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akdeniz and Talay (JAMS, 2013)</td>
<td>Akerlof et al. (JIBS, 2015)</td>
<td>Aaker et al. (AMJ, 2013)</td>
<td>Sauerwald et al. (JoM, 2016)</td>
<td>Ayee et al. (JoM, 2016)</td>
</tr>
<tr>
<td>Akerlof et al. (JAMS, 2013)</td>
<td>Akerlof et al. (AMJ, 2013)</td>
<td>Aaker et al. (AMJ, 2012)</td>
<td>Schau et al. (AMJ, 2013)</td>
<td>Ayee et al. (JoM, 2016)</td>
</tr>
<tr>
<td>Akerlof et al. (JIBS, 2013)</td>
<td>Akerlof et al. (SMJ, 2011)</td>
<td>Aaker et al. (AMJ, 2013)</td>
<td>Shepherd et al. (JoM, 2013)</td>
<td>Ayee et al. (JoM, 2016)</td>
</tr>
<tr>
<td>Akerlof et al. (JIBS, 2013)</td>
<td>Akerlof et al. (AMJ, 2012)</td>
<td>Aaker et al. (AMJ, 2013)</td>
<td>Short et al. (SMJ, 2007)</td>
<td>Ayee et al. (JoM, 2016)</td>
</tr>
<tr>
<td>Akerlof et al. (JIBS, 2013)</td>
<td>Akerlof et al. (SMJ, 2011)</td>
<td>Aaker et al. (AMJ, 2013)</td>
<td>Song et al. (JoM, 2009)</td>
<td>Ayee et al. (JoM, 2016)</td>
</tr>
<tr>
<td>Akerlof et al. (JIBS, 2013)</td>
<td>Akerlof et al. (SMJ, 2011)</td>
<td>Aaker et al. (AMJ, 2013)</td>
<td>Sparrwasser et al. (AMJ, 2006)</td>
<td>Ayee et al. (JoM, 2016)</td>
</tr>
<tr>
<td>Akerlof et al. (JIBS, 2013)</td>
<td>Akerlof et al. (SMJ, 2011)</td>
<td>Aaker et al. (AMJ, 2013)</td>
<td>Tatarsynovitz et al. (ASQ, 2015)</td>
<td>Ayee et al. (JoM, 2016)</td>
</tr>
<tr>
<td>Akerlof et al. (JIBS, 2013)</td>
<td>Akerlof et al. (AMJ, 2012)</td>
<td>Aaker et al. (AMJ, 2013)</td>
<td>Waldman et al. (JoM, 2013)</td>
<td>Ayee et al. (JoM, 2016)</td>
</tr>
<tr>
<td>Akerlof et al. (JIBS, 2013)</td>
<td>Akerlof et al. (SMJ, 2011)</td>
<td>Aaker et al. (AMJ, 2013)</td>
<td>Wallace et al. (JoM, 2013)</td>
<td>Ayee et al. (JoM, 2016)</td>
</tr>
<tr>
<td>Akerlof et al. (JIBS, 2013)</td>
<td>Akerlof et al. (AMJ, 2012)</td>
<td>Aaker et al. (AMJ, 2013)</td>
<td>Yang and Schwarz (OS, 2016)</td>
<td>Ayee et al. (JoM, 2016)</td>
</tr>
<tr>
<td>Akerlof et al. (JIBS, 2013)</td>
<td>Akerlof et al. (SMJ, 2011)</td>
<td>Aaker et al. (AMJ, 2013)</td>
<td>Zhang et al. (AMJ, 2015)</td>
<td>Ayee et al. (JoM, 2016)</td>
</tr>
</tbody>
</table>

**Cross-level interaction**

- Ahearne et al. (JM, 2013)
- Aksyov et al. (JSR, 2011)3
- Ao et al. (JSR, 2011)
- Behrens et al. (JBRM, 2014)
- Bohus et al. (JAMS, 2013)
- di Jong et al. (JM, 2004)
- Goring et al. (JMR, 2016)
- Hohenleutner and Hornbostel (JM, 2016)
- Homburg et al. (JAMS, 2006a)
- Homburg et al. (JAMS, 2015a)
- Hallend et al. (JAMS, 2012)4
- Karimi-Kashaa et al. (JAMS, 2015)
- Klinkenbech et al. (JIBS, 2013)
- Kraus et al. (JR, 2015)
- Kwon and Nayakankpam (JCR, 2015)
- Lariviere et al. (JMR, 2016)3
- Lambregts and Pandelaere (JCR, 2013)
- Ma and Duh (JM, 2013)
- Mengue et al. (JM, 2016)2
- Mikolow et al. (JSR, 2013)
- Mouradi et al. (JCR, 2007)
- Neuemeyer et al. (JR, 2012)
- Palmatier et al. (MS, 2006)
- Patel et al. (JBRM, 2011)
- Petersen et al. (JMR, 2013)
- Pham et al. (JIBS, 2013)3
- Rapp et al. (JIBS, 2015)4
- Richter (JCR, 2013)3
- Schmitt et al. (JAMS, 2013)
- Schwarte et al. (JM, 2014)
- Srivastava and Srivastava (JM, 2012)
- Thomaz and Swaninathan (JM, 2015)4
- van Birgelen et al. (JR, 2002)
- van Dolman et al. (JSR, 2002)
- van Vurenberg et al. (JSR, 2012)3
- Venkatesan et al. (JR, 2007)
- Vomberg et al. (SMJ, 2015)
- Wieseke et al. (JAMS, 2008)
- Akdeniz et al. (JAMS, 2013)
- Akdeniz et al. (JBRM, 2016)
- Du and Chen (JIBS, 2010)
- Echambadi et al. (JR, 2013)2,4
- Frank et al. (JAMS, 2014)4
- Griffith et al. (JIBS, 2014)
- Griffth and Rubera (JBM, 2014)
- Hesvel and Krausnikov (JBM, 2016)4
- Hsieh et al. (JAMS, 2004)2
- Martin and Hill (JCR, 2012)
- Martin and Hill (JSR, 2013)
- Miller and Eisend (JBM, 2010)
- Qiu (JBM, 2014)
- Schumann et al. (JIBS, 2010)
- Steenkamp and Geyskens (JBM, 2006)
- Strickhouska and Coulter (JBM, 2015)
- Walsh et al. (JBM, 2014)
- Alexander (MIR, 2012)
- Aulakh et al. (JIBS, 2013)4
- Ault (JIBS, 2016)3
- Bahadur et al. (JIBS, 2015)
- Fragale and Asghar (JIBS, 2012)
- Goerzen et al. (JIBS, 2013)
- Goldberg and Millikov (AMJ, 1998)
- Groen (JIBS, 2015)
- Haas and Cummings (JIBS, 2015)
- Hillman and Wan (JIBS, 2005)4,5
- Hirt et al. (JoM, 2015)
- Hon and Lu (JIBS, 2015)
- Huang and Wang (DS, 2013)4
- Jiang et al. (JIBS, 2011)
- Ju et al. (JIBS, 2015)5
- Ketchen and Quintanilla (JIBS, 2011)
- Kirkman et al. (AMJ, 2009)
- Kwon et al. (JIBS, 2016)
- Lam et al. (JIBS, 2012)
- Levin and Barnard (JIBS, 2013)
- Li et al. (JIBS, 2011)
- Luo and Lu (JIBS, 2016)
- Mani et al. (SMJ, 2007)4
- Nam et al. (JoM, 2014)
- Nielsen and Nielsen (JWB, 2011)
- Nguyen et al. (JIBS, 2013)
- Paris and Nielsen (JIBS, 2009)
- Power et al. (DS, 2015)3
- Rusbult et al. (JIBS, 2014)
- Rubera et al. (JIBS, 2012)
- Setia and Speier-Pero (DS, 2015)
- Tian and Slocum (JIBS, 2015)
- Wu (JIBS, 2013)
- Yang et al. (JIBS, 2012)
- Young and Mahijena (JIBS, 2014)
- Zinbakh and Coulter (JBM, 2015)
- Zhang et al. (JIBS, 2007)4

---

**Table 1: Literature review on MLM**
<table>
<thead>
<tr>
<th>Topic</th>
<th>General marketing research</th>
<th>International marketing research</th>
<th>International management research</th>
<th>General management research</th>
<th>Human resource management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-level effect and interaction</td>
<td>- Wieseke et al. (JM, 2009)¹,²</td>
<td>- Magnusson et al. (IMR, 2014)</td>
<td>- DeCellas et al. (OS, 2013)</td>
<td>- Yeo and Neal (JoM, 2013)</td>
<td>- Chang (JWB, 2006)</td>
</tr>
<tr>
<td></td>
<td>- Auh et al. (JAMS, 2014)</td>
<td>- Cerne et al. (JoIM, 2013)</td>
<td>- DeClaes et al. (OS, 2013)</td>
<td>- Mallon and Chang (JWB, 2009)</td>
<td>- Wang et al. (OS, 2013)</td>
</tr>
<tr>
<td></td>
<td>- van Dolen et al. (JR, 2007)</td>
<td>- Hui et al. (JIBS, 2004)</td>
<td>- Levy et al. (JoM, 2012)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Joshi et al. (OS, 2009)</td>
<td>- Walk et al. (OS, 2013)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Nguyen et al. (JWB, 2013)</td>
<td>- Mansell et al. (JIBS, 2015)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Ralston et al. (JIBS, 2009)</td>
<td>- Hough (SMJ, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Arregle et al. (JIBS, 2016)</td>
<td>- Judge et al. (SMJ, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Brokerk et al. (JIBS, 2007)</td>
<td>- Levy et al. (JIBS, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td>Further</td>
<td>- Wieseke et al. (JSR, 2012)</td>
<td>- Castellaneta and Gottschalg (SMJ, 2014)</td>
<td>- Levy et al. (JIBS, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>- Auh et al. (JAMS, 2014)</td>
<td>- Cerne et al. (JoIM, 2013)</td>
<td>- Levy et al. (JIBS, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>- van Dolen et al. (JR, 2007)</td>
<td>- DeCellas et al. (OS, 2013)</td>
<td>- Levy et al. (JIBS, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Manor et al. (SMJ, 2013)</td>
<td>- Levy et al. (JIBS, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Meyer and Strubel (JIBS, 2015)</td>
<td>- Levy et al. (JIBS, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Queenan et al. (DS, 2016)</td>
<td>- Levy et al. (JIBS, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Shao et al. (JIBS, 2013)</td>
<td>- Levy et al. (JIBS, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Steel and Taras (JoM, 2010)</td>
<td>- Levy et al. (JIBS, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Tröster and van Knippenberg (JIBS, 2012)</td>
<td>- Levy et al. (JIBS, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- van Velsen et al. (JIBS, 2012)</td>
<td>- Levy et al. (JIBS, 2014)</td>
<td>- Biggs et al. (JIBS, 2009)</td>
<td>-</td>
</tr>
<tr>
<td>Notes: The studies are not included in the reference list. Studies in italics: marketing = consumer research-based; general management = leadership; micro-level propositions (i.e., controlling for hierarchical data structure); variance partitioning only; three or more levels; cross-classified data structure; longitudinal analysis; meta-analysis; hierarchical growth model.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Most studies analysed cross-level effects (212 studies) and cross-level interactions (189 studies); only ten studies and eight studies, respectively, applied MSEM. For example, Magnusson et al. (2014) analysed the effect of masculinity and individualism on sales collaboration. Sridhar and Srinivasan (2012) employed cross-level interactions to investigate how other consumers’ online product ratings moderate the effect between product failure and a reviewer’s online product rating. Cross-level effects and cross-level interactions were used in 15 studies (ten studies simultaneously and five studies successively); only one study applied MSEM but with a dichotomous level 2 variable (Zhou et al. 2010). Additional model types were applied – in combination – in 111 studies (of which two were MSEM): micro-level propositions (85 studies), longitudinal data (70 studies), cross-classified models (27 studies), variance partitioning (four studies), or hierarchical growth models (three studies). Twenty-four studies were performed using meta-analyses. Finally, 456 studies included two levels, and 71 studies included three or more levels (all HLM), e.g., customers nested in firms that were nested in industries (Larivi`ere et al. 2016).

In the marketing research, 71 studies used cross-level interactions (one MSEM), 48 studies used cross-level effects (three MSEM), five used cross-level effects and interactions (one MSEM), and 38 studies used additional model types (e.g., Calli et al. 2012 conducted a longitudinal analysis to analyse whether advertising effects vary with the hour of the week). Ninety-seven of the 162 studies addressed consumers as the level 1 unit of analysis, e.g., explored the effects of employee and customer empathy on customer loyalty (Wieseke et al. 2012) or how the length of the customer relationship moderates the effect of customer-company identification on customers’ willingness to pay (Homburg et al. 2009). The remaining 65 studies addressed various topics, e.g., eleven sales management, nine B2B marketing, and seven product development studies.

Concerning MSEM, only 23 studies were found (18 studies in management research and five studies in marketing research), with the following model types:

- **Cross-level effects** (twelve studies): For example, Ngobo and Fouda (2012) investigated country-level good governance as drivers of firm-level performance. Performance was measured using return on sales, whereas country governance was measured as a construct of three dimensions (authority selection and replacement, government capacity, and respect for institutions). Kiersch and Byrne (2015) analysed the effect of the group-level construct authentic leadership on the employee-level outcomes stress, turnover intention, and organizational commitment and measured latent constructs. Jensen et al. (2013) investigated how high-performance work systems in departments influence employees’ perceptions of such systems.

- **Cross-level interactions** (eight studies): For example, Swoboda et al. (2017) tested institutional country distances and firm-specific resources as moderators of the individual-level CR-loyalty relationship. LePine et al. (2016) analysed how unit-level charismatic leadership traits moderate the employee-level effects between challenge stressors, challenge appraisals, and task performance. Finally, Shen and Benson (2016) investigate how other consume rs’ online product ratings moderate the effect of customer-company identification on customers’ willingness to pay (Homburg et al. 2009). The remaining 65 studies addressed various topics, e.g., eleven sales management, nine B2B marketing, and seven product development studies.
analysed how organizational cooperative norms moderate the relationship between an individual’s organizational identification and their helping behaviour using variables on the organizational/employee levels.

- **Cross-level effects and cross-level interactions** were used only by Zhou et al. (2010), who observed both effects simultaneously when analysing how foreign vs. local brand origin directly affects perceived brand value and moderates the interaction between perceived brand foreignness, confidence in brand origin identification, and brand value.

- **Further model types** (two studies): Controlled for a hierarchical data structure (e.g., resulting from measurement at multiple time points) but measured all constructs at the individual level. Gielnik et al. (2015) investigated whether and how entrepreneurial effort predicts changes in entrepreneurial passion. Oliver et al. (2011) analysed the relationships among positive family functioning, adolescent self-concept, and transformational leadership.

In summary, the relatively few MSEM studies were published from 2010–2017, which is consistent with the previously mentioned statistical developments that enabled the computation of MSEM. Therefore, Tab. 2 lists methodological literature about MSEM and provides readers with an easy reference: textbooks that address MSEM (Byrne 2012 provides a good introduction; the book by Heck and Thomas 2015 includes more advanced topics and many examples), papers about MSEM (Hox 2013 can easily be understood by beginners; Rabe-Hesketh et al. 2007 develop a Generalized Linear Latent and Mixed Modeling technique that targets advanced readers), papers about MSEM from a statistical perspective (e.g., Muthén 1994), and papers about specific issues (e.g., Geldhof et al. 2014 on reliability; Jak et al. 2013 on measurement invariance).

### 4. Systematic evaluation of the requirements, options, and challenges of MSEM

Throughout the illustration of a step-by-step procedure for conducting MSEM, we first describe the discussion status in the literature, i.e., the requirements, options, and challenges associated with each characteristic step of a study (sample, measurement, and method). Second, we provide insights from our experience and use a study as an example to obtain novel results for three MSEM models: cross-level effects, cross-level interactions, and cross-level effects and interactions. The management of multinational corporations’ (MNCs) CR across nations provides the context. We use surveys conducted by a MNC every year in up to 40 countries to coordinate subsidiaries (e.g., communication budget). For the MNC, links to 140 additional countries of presence are possible based on national factors known as diminishing or reinforcing CR perceptions and effects in extant surveys. Two important national institutions were selected (embeddedness (EMB) and country development (CD); for further details see, e.g., Berry et al. 2010); the research questions are as follows:

- Do EMB and CD explain consumers’ CR perceptions across nations, and if so, how?
- Do EMB and CD explain CR effects on consumer loyalty across nations, and if so, how?
- Do EMB and CD simultaneously explain both CR perceptions and effects on consumer loyalty across nations, and if so, how?

The relationships are theoretically likely. We know, for example, that a strong EMB of societies positively affects consumers’ use of important signals in decision situations, such as firms’ reputation, and that EMB particularly affects CR effects across nations (e.g., Swoboda et al. 2016). The research questions imply a hierarchy with two levels (see Fig. 2). At the higher level (level 2), EMB and CD represent variables known from institutional theories, whereas at level 1, consumer CR perceptions and loyalty are present. The variables at level 1 are nested and affected by the level 2 variables. The models differ considerably: model 1 examines culturally bounded consumer perception differences across nations, whereas model 2 examines culture as a moderator of CR effect differences, and model 3 simultaneously examines culture as both an antecedent and moderator.
4.1. Sample

Sample size and data quality

Sample size and data quality are critical for MLM. HLM is less demanding in terms of sample size, whereas MSEM requires a considerably larger number of level 2 clusters. Although theory should primarily guide the number of clusters chosen, scholars have not yet identified the statistically required sample size in MSEM. Two requirements are discussed.

- The relationship of sample size with level 2 and level 1, e.g., the total number of clusters and the sample size on the individual level (in two-level models). This relationship is essential as MSEM models are confirmatory factor analysis (CFA) models that are restricted to fit to cluster-level covariances instead of individual-level covariances (Mehta and Neale 2005). For HLM, simulations indicate that more than 30 groups and fewer than 30 observations per group are needed to capture the effects of level 2 variables (Maas and Hox 2005). For MSEM, similar guidelines are pending.

- Small sample sizes on level 1 are not problematic (e.g., Atkins 2005). As long as other groups are larger, even group sizes of one are considered to be technically possible (Snijders and Bosker 2012, p. 56; Newsom 2002 proposes an approach to MSEM with dyadic data), with limitations (e.g., models with a random intercept and one random slope are just identified; Hox 2013, p. 290). However, the level 2 number of clusters has not been discussed. Two issues are critical: whether the computations run and converge at all and whether the results are unbiased. Unfortunately, scholars provide sweeping recommendations, particularly for level 2 groups. For example, for HLM, Hox (2010) recommended 100 groups for large models and 50 groups for smaller models. Our experience indicates that the number of level 2 clusters needs to be larger than the number of parameters to be estimated. A simulation study by Maas and Hox (2004) reported standard errors for fixed effects to be slightly biased with less than 50 groups. However, MSEM exists with fewer groups, e.g., cross-level interaction models with 37/40 countries and stable results in revised models over different years of analysis (e.g., Swoboda and Hirschmann 2017; Swoboda et al. 2016 with five/three items for independent/dependent variables on level 1, several controls, and up to seven moderators) or cross-level effect models with 37 teams (e.g., Kiersch and Byrne 2015).

Options to address this evolving issue are two-fold. First, in our initial studies and after contact with Muthén and Muthén (1998–2017), we pragmatically attempted to determine how large the number of clusters needs to be for computations to run to test a theoretically deduced level 1 model using a given sample. Swoboda et al. (2017) included 43 countries from surveys in two years to perform MSEM. Second, power analyses should be employed in future studies to determine the required number of clusters a priori. Monte Carlo simulation studies can be employed (e.g., Mathieu et al. 2012; Muthén 2002; Muthén and Muthén 1998–2015, p. 407), Spybrook et al. (2011) proposed a specific software in MLM applications for this purpose.

A challenge concerning sample size in MSEM is that high-level sample sizes are typically smaller than low-level sample sizes and are too small. In cross-cultural research, for example, the number of important countries is limited and might force scholars to switch to HLM, as indicated in the literature review. Furthermore, scholars chose a balanced sample number on level 1. Swoboda et al. (2016) excluded countries with small samples and used an average of 355 respondents in the five smallest countries to randomly reduce the number of respondents across 40 countries, which ranged between 280 and 1,023. They also excluded countries with smaller samples (n < 154). Although the authors compared the initial sample and the reduced sample, this procedure is not necessary in MSEM because MSEM considers varying cluster sizes.

In our example, we use a study performed in cooperation with a German MNC operating in the pharmaceutical/chemical industry, where CR is particularly important. The MNC centrally controls CR perceptions in important countries each year by surveying a maximum of 1,000 consumers per country via existing panels (based on reasonable screening criteria).[2] We merge data from 51 countries from 2012 to 2013 to obtain a sufficiently large sample (see Tab. 3; n = 145 to 976).

Data set-up and initial analyses

The procedures for data set-up and the initial analyses in MSEM are rather traditional. Although methods for detecting multilevel outliers have been statistically discussed (e.g., Ieva and Paganoni 2015), they have not been employed in studies. Therefore, outlier diagnostics can be based on the Mahalanobis distance (Kline 2011, p. 54; reducing the number of respondents from 28,881 to 26,897 in our example). Testing representativeness can be based on comparisons with official demographics data (our quota sampling is not representative; see Tab. 3). Traditional tests for univariate and multivariate normality follow (using Mardia’s coefficient; all values indicated that the data were normally distributed). In the case of non-normality, MSEM may use the robust maximum likelihood (MLR) estimation (e.g., Heck and Thomas 2015, p. 46).

Testing for hierarchical data structure

The test for a hierarchical data structure is specific to MLM as it determines whether MLM is required. Computations of intraclass correlations (ICCs) are recommended (Barile 2016). The ICC value quantifies the amount of variance at the individual and group levels and is defined as

\[
ICC = \frac{\tau^2}{\tau^2 + \sigma^2}
\]
where \( \tau^2 \) is the group-level variance, and \( \sigma^2 \) is the individual-level variance. The ICC ranges from 0 to 1 and represents the fraction of the variance that occurs at the group level. A large ICC value indicates a large clustering effect with little individual variability, whereas a small ICC value indicates a weak clustering effect with extensive individual variability within the groups. A specific cut-off value for ICC that requires MLM does not exist. Hox (2013, p. 282) described an ICC of 36% as “relatively large”. However, small ICCs (1% to 5%) can lead to bias in parameter estimates and significance tests (e.g., Hox 2010, p. 243). Julian (2001) reported simulation results in which ICCs of 5–15% resulted in biased estimates without MLM. To the best of our knowledge, specific challenges for MSEM regarding the computation of ICCs do not exist. However, some scholars do not test for ICC (e.g., Hohenberg and Homburg 2016), whereas other scholars use MSEM and report maximum ICCs of 27% (e.g., Zhou et al. 2010).

In our example, we address results for the cross-level interaction models (not the other two models) due to space restrictions. To test the breakdown of variance in the criterion variables, we estimated a null model that contained no predictor variables. In the cross-level interaction model, 23.3% \([.153/(.153+.505)]\) of the variation in CR was attributable to country differences. MLM is appropriate.

4.2. Measurements

Some requirements regarding measurements are specific to MSEM, e.g., testing for reliability/validity or MI. We address them using our example.

Measures

On level 1 (the individual level), we considered general aspects – the hierarchy of effects in the panels – and relied on established scales from previous studies (using five-point Likert-type scales; see Tab. 4). CR was measured by 15 items that captured its five dimensions (customer orientation, good employer, product/service quality, social/environmental responsibility, and reliability/financial strength), whereas loyalty was measured with three items (Oliver 1999; 2015, pp. 453–455; Walsh and Beatty 2007). The scales were pre-tested (e.g., in eight countries with satisfactory values for reliability/validity),
and semantic equivalence was ensured (e.g., using the translation-back-translation method; Hult et al. 2008). The latter is continually discussed in international business research (e.g., Peterson et al. 2012). Although CR is conceptualized with 15 items in five dimensions, i.e., as a second-order construct (Walsh and Beatty 2007), we subsequently employed item parcelling to reduce the model complexity.[3]

On level 2, country measurements of EMB were based on Schwartz (1994) and obtained the most recent data from Shalom H. Schwartz at Hebron University. To measure CD, several indicators are discussed in the literature (e.g., Chan et al. 2008; GNI per capita, Jin et al. 2015). We rely on one of the most frequently employed indicators – the Human Development Index (e.g., Zarantonello et al. 2013). Data for the respective year was obtained from the United Nations Development Programme (2017). Missing country data are frequently replaced with data from the nearest available neighboring country (e.g., Walsh et al. 2014), including robustness checks. However, as this procedure is controversial in international business research (e.g., Cuervo-Cazurra et al. 2016), we have not used it.

The choice of covariates is not MSEM-specific but an advantage of MLM is that it facilitates the inclusion of covariates at any level (when theoretically or methodologically useful; e.g., Snijders and Bosker 2012, p. 56). For example, Zhou et al. (2010) controlled for consumer ethnocentrism and consumer bias on level 2 in favour of local brands for theoretical reasons. However, a restriction on the number of covariates is the number of level 2 clusters, i.e., many covariates may challenge the model identification. In our example, we controlled for age and gender (0 = male, 1 = female) on level 1 as they may influence CR perceptions and loyalty and the number of respondents per country on level 2 due to unequal numbers of respondents across countries.

### Reliability and validity

For hierarchical data, tests for multilevel reliability are required, i.e., reliability indices have to be computed in an MLM-based manner because the common single-level reliability estimates do not reflect the true scale reliability at any specific level of analysis. Because the traditional, single-level reliability is the weighted average of between and within reliabilities, the overall reliability can be satisfactory when one of the level-specific reliabilities is poor. Recent statistical procedures enabled the computation of multilevel reliability measures (e.g., Geldhof et al. 2014); however, in MSEM studies, traditional tests, e.g., item-to-total correlation, Cronbach’s alpha, or composite reliability, are still applied (e.g., Swoboda et al. 2017). However, in MSEM studies, traditional tests, e.g., item-to-total correlation, Cronbach’s alpha, or composite reliability, are still applied (e.g., Swoboda et al. 2017).
Confirmatory model fit of parcelled CR dimensions: CFI .978; TLI .973; RMSEA .048; SRMR .026; \( \chi^2(120) = 9524.429 \); scaling correction factor mean-adjusted maximum likelihood = 1.3975.

Notes: CO = Customer orientation, GE = Good employer, PRQ = Product range quality, SER = Social and environmental responsibility, RFSC = Reliable and financial strong company, LOY = Loyalty; \( \alpha = \text{Alpha} (\geq .8) \), \( \omega = \text{Composite reliability} (\geq .8) \), H = maximal reliability (\( \geq .8 \)).

Tab. 5: Multilevel reliability before and after item parcelling

<table>
<thead>
<tr>
<th></th>
<th>Alpha</th>
<th>Composite reliability</th>
<th>Maximal reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \alpha_W )</td>
<td>( \omega_W )</td>
<td>( \omega_H )</td>
</tr>
<tr>
<td>CO</td>
<td>.915</td>
<td>.994</td>
<td>.916</td>
</tr>
<tr>
<td>GE</td>
<td>.918</td>
<td>.994</td>
<td>.918</td>
</tr>
<tr>
<td>PRQ</td>
<td>.911</td>
<td>.994</td>
<td>.912</td>
</tr>
<tr>
<td>SER</td>
<td>.879</td>
<td>.985</td>
<td>.877</td>
</tr>
<tr>
<td>RFSC</td>
<td>.906</td>
<td>.995</td>
<td>.907</td>
</tr>
<tr>
<td>LOY</td>
<td>.866</td>
<td>.975</td>
<td>.868</td>
</tr>
<tr>
<td>CR (parcels)</td>
<td>.928</td>
<td>.989</td>
<td>.928</td>
</tr>
</tbody>
</table>

Confirmatory model fit of single CR dimensions: CFI .978; TLI .973; RMSEA .048; SRMR .026; \( \chi^2(120) = 9524.429 \); scaling correction factor mean-adjusted maximum likelihood = 1.3975.

Notes: CO = Customer orientation, GE = Good employer, PRQ = Product range quality, SER = Social and environmental responsibility, RFSC = Reliable and financial strong company, LOY = Loyalty; \( \alpha = \text{Alpha} (\geq .8) \), \( \omega = \text{Composite reliability} (\geq .8) \), H = maximal reliability (\( \geq .8 \)).

Tab. 6: Discriminant validity before item parcelling

<table>
<thead>
<tr>
<th></th>
<th>CR</th>
<th>LOY</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>.863</td>
<td>.731</td>
</tr>
<tr>
<td>LOY</td>
<td>.855</td>
<td>.811</td>
</tr>
</tbody>
</table>

Confirmatory model fit of parcelled CR dimensions: CFI .968; TLI .953; RMSEA .092; SRMR .026; \( \chi^2(19) = 5514.402 \); scaling correction factor mean-adjusted maximum likelihood = 1.3543.

Notes: CR = Corporate reputation, LOY = Loyalty; AVE = Average variance extracted (\( \geq .5 \)); AVEs are on the diagonal; squared correlations are above the diagonal; correlations are below the diagonal.

Tab. 7: Discriminant validity after item parcelling

\[ \alpha = \frac{n^2 \sigma_{ij}^2}{\sigma_{XX}^2} \]  

(5)

where \( n \) is the number of items included in the scale, \( \sigma_{ij} \) is the average inter-item covariance within a scale, and \( \sigma_{XX} \) is the variance of the scale score;

\[ \omega = \frac{\left( \sum_i \lambda_i \right)^2}{\sum_i \lambda_i^2 + \sum_i \theta_i} \]  

(6)

where \( \lambda_i \) is the factor loading of item \( i \) onto a single common factor, and \( \theta_i \) is the unique variance of item \( i \); and

\[ H = \left( 1 + \frac{1}{\sum_i \lambda_i^2} \right)^{-1} \]  

(7)

where \( t_i^2 \) is the squared standardized factor loading of indicator \( i \) onto a single common factor (Geldhof et al. 2014). First, a multilevel CFA (MCFA) model is fit. Second, the calculated estimates are inserted into these standard formulas to separately calculate reliability estimates at each level (e.g., \( \alpha_W \), \( \omega_W \)). We recommend reporting multilevel \( \alpha \), \( \omega \), and \( H \) in future studies. In our literature review, only Swoboda and Hirschmann (2017) additionally tested for multilevel reliability.

Specific multilevel validity measures are not available. Construct validity needs to be tested using traditional CFA factor loadings, average variance extracted (AVE), and discriminant validity tests, including the comparison of level-specific AVE values with squared correlations (Fornell and Larcker 1981) or the recent Heterotrait-monotrait (HTMT) method (Voorhees et al. 2016).

In our example, the multilevel alpha, composite reliability, and maximal reliability (see Tab. 5), as well as the construct validity, AVE, and discriminant validity (see Tab. 6–7) were satisfactory. We correlated the variables (see Tab. 8) (correlations under 0.80 are assumed to be acceptable, Zhou et al. 2010; however, this is a separate issue not addressed in this paper).
Measurement invariance

MSEM requires testing for multilevel MI, which ensures that the modelled constructs equally measure the targeted constructs across clusters, e.g., whether respondents with different national cultures interpret a measure in a conceptually similar manner. Traditional methods (e.g., multi-group factor analysis, which tests the equality of measurement parameters over groups) are employed but are infeasible with a large number of groups (Selig et al. 2008) and justify the functioning of constructs at one level, which are used to investigate relationships at multiple levels (Zyphur et al. 2008). For example, Swoboda et al. (2016) applied multi-group CFA. In contrast, multilevel MI randomly treats group membership and tests for violations of MI across clusters (cluster bias). Some options were suggested (e.g., Jak et al. 2013; Muthén and Asparouhov 2013; in general, see Zyphur et al. 2008). We recommend using the procedure by Jak et al. (2013) as it is meaningful. The procedure is three-fold: ICCs, i.e., computation of a null and an independent model are required to confirm the necessity of multilevel analysis of the nested data structure, followed by a measurement model and a test for cluster bias. Jak et al. (2013) recommended the use of robust maximum likelihood (MLR) estimation for all computations because it offers a test statistic that is asymptotically equivalent to the T2 test statistic of Yuan and Bentler (2000). RMSEA is used as an approximate fit index: level-specific RMSEAs (RMSEA_w for the within-level and RMSEA_b for the between-level) are computed (Ryu and West 2009).

In our example, all factor loadings were considered equal across levels (see Tab. 9a-c). For the LOY1-item, 2.72 % of the total variance is explained by cluster bias. MI is not a serious problem in our example.

Common method variance, endogeneity, and unobserved heterogeneity

No specific tests for common method variance (CMV) and endogeneity or unobserved heterogeneity in MLM exist; however, tests that incorporate multilevel data are reasonable.

Three options for avoiding CMV are common. First, CMV can be addressed a priori via an appropriate questionnaire design (e.g., variation in scale formats and avoidance of repeated use of same anchor points to re-

### Tab. 8: Correlations

<table>
<thead>
<tr>
<th></th>
<th>1.</th>
<th>2.</th>
<th>3.</th>
<th>4.</th>
<th>5.</th>
<th>6.</th>
<th>7.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>CR</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>LOY</td>
<td>.555***</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>Gender</td>
<td>.009ns</td>
<td>.017*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Age</td>
<td>-.064***</td>
<td>-.093***</td>
<td>-.006ns</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>Group size</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>EMB</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>-.149***</td>
</tr>
<tr>
<td>7.</td>
<td>CD</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>.152***</td>
</tr>
</tbody>
</table>

Note: CR = Corporate reputation, LOY = Loyalty, EMB = Embeddedness, CD = Country development.

* *p < 0.05; ** *p < 0.01; *** *p < 0.001; ns = not significant.

### Tab. 9a: ICCs, null model, and independent model

<table>
<thead>
<tr>
<th></th>
<th>Cross-level effect model</th>
<th>Cross-level (effect and) interaction model</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICCs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>.133</td>
<td>–</td>
</tr>
<tr>
<td>GE</td>
<td>.170</td>
<td>–</td>
</tr>
<tr>
<td>PRQ</td>
<td>.161</td>
<td>–</td>
</tr>
<tr>
<td>SER</td>
<td>.147</td>
<td>–</td>
</tr>
<tr>
<td>RFSC</td>
<td>.177</td>
<td>–</td>
</tr>
<tr>
<td>LOY1</td>
<td>–</td>
<td>.142</td>
</tr>
<tr>
<td>LOY2</td>
<td>–</td>
<td>.191</td>
</tr>
<tr>
<td>LOY3</td>
<td>–</td>
<td>.208</td>
</tr>
</tbody>
</table>

Null model

χ²(df) = 8977.842(15) 9217.633(6)  
*p = ***  
RMSEA = .132  .211  
RMSEA_b = 3.423  5.487

Independence model

χ²(df) = 482.291(10) 336.911(3)  
*p = ***  
RMSEA = .037  .057  
RMSEA_b = .962  1.040

Notes: CO = Customer orientation, GE = Good employer, PRQ = Product range quality, SER = Social and environmental responsibility, RFSC = Reliable and financial strong company.  
*p < 0.05; ** *p < 0.01; *** *p < 0.001; ns = not significant.
Cross-level effect model

\[ \chi^2(\text{df}) = 656.637(5) \]
\[ p = *** \]
\[ \text{RMSEA} = .062 \]
\[ \text{RMSEA}_W = .062 \]

Residual covariance model 1

\[ \chi^2(\text{df}) = 98.996(4) \]
\[ p = *** \]
\[ \text{RMSEA} = .026 \]
\[ \text{RMSEA}_W = .026 \]

Residual covariance model 2

\[ \chi^2(\text{df}) = 11 \]
\[ p = *** \]
\[ \text{RMSEA} = .026 \]
\[ \text{RMSEA}_W = .026 \]

Residual covariance model 3

\[ \chi^2(\text{df}) = – 1546.001(17) \]
\[ p = – *** \]
\[ \text{RMSEA} = – .051 \]
\[ \text{RMSEA}_W = – .051 \]

Notes: 1. A residual covariance was added between PRQ and RFSC. 2. A residual covariance was added between PRQ and SER. 3. A residual covariance was added between CO and GE.

\[ * p < 0.05; ** p < 0.01; *** p < 0.001; \text{ns} = \text{not significant.} \]

Table 9b: Measurement model

Cluster invariance model

\[ \chi^2(\text{df}) = 2294.948(17) \]
\[ p = *** \]
\[ \text{RMSEA} = .041 \]

Cluster bias model

\[ \chi^2(\text{df}) = 941.004(16) \]
\[ p = *** \]
\[ \text{RMSEA} = .041 \]

Total variance explained by cluster bias

\[ 2.40\% \]

Notes: The residual variance for SER was freed for the cross-level effect models, and the residual variance for LOY1 was freed for the cross-level (effect and) interaction models.

\[ * p < 0.05; ** p < 0.01; *** p < 0.001; \text{ns} = \text{not significant.} \]

Table 9c: Cluster bias

Cross-level effect model

\[ \chi^2(\text{df}) = 2294.948(17) \]
\[ p = *** \]
\[ \text{RMSEA} = .062 \]

Cross-level (effect and) interaction model

\[ \chi^2(\text{df}) = 11469.934(40) \]
\[ p = *** \]
\[ \text{RMSEA} = .091 \]

Total variance explained by cluster bias

\[ 2.72\% \]

Notes: The residual variance for SER was freed for the cross-level effect models, and the residual variance for LOY1 was freed for the cross-level (effect and) interaction models.

\[ * p < 0.05; ** p < 0.01; *** p < 0.001; \text{ns} = \text{not significant.} \]

The likelihood of possible endogeneity or unobserved heterogeneity should be considered because predictor variable estimates can become biased and inconsistent if important variables that are correlated with the predictor variable are omitted from a model (Wooldridge 2010, p. 129). Traditional endogeneity tests to reduce possible biases from omitted variables (Antonakis et al. 2014) suggest the selection of a theoretically related instrumental variable (IV) for each independent variable and calculation of the strength of IV using an F-test and an efficient model (Stock and Watson 2011). An insignificant difference between the efficient and consistent model indicates the heterogeneity of the independent variable (Hausman 1978). Additionally, computing a rival model with the reverse model configuration is possible; a proposed model is supported if the rival model’s fit is significantly poorer. Options to address unobserved heterogeneity involve generalizing the traditional approaches to SEM and include finite-mixture modelling following the procedures by Jedidi et al. (1997), Becker et al. (2013) or Raykov et al. (2016) or additional genetic algorithm or reweight regression approaches. Almost all MSEM studies in our review did not test for endogeneity or unobserved heterogeneity.

In our cross-level interaction model-example, we applied all three options regarding CMV. Within the single-factor test, the model with all items loading on a single factor (CFI .895; TLI .853; RMSEA .162; SRMR .044; \( \chi^2(20) = 18159.224 \)) exhibited significantly worse fit values than our model did (\( \Delta \chi^2(1) = 12644.822, p < .001 \)). We used the available job variable as a marker because it is theoretically unrelated to our constructs. The tests did not reveal any significant changes in coefficients or cor-
relations (see Tab. 10a-c). Regarding endogeneity, we selected adapted offers; well organized, brand quality, environmental causes; and brand strength as IVs for each of the five CR dimensions (see Swoboda et al. 2016) because CR was originally conceptualized as a second-order construct. The F-values exceeded the recommended threshold of 10 (Antonakis et al. 2014), and the efficient model did not significantly differ from the consistent model (all z-values < 1.96). A rival model’s fit – specifying consumer loyalty as an antecedent of CR – was significantly poorer ($\Delta \chi^2(9) = 746.556, p < .001$). Endogeneity did not appear to be a problem in this example. Additional unobserved heterogeneity tests are not presented in this paper (see, e.g., Swoboda et al. 2016).

4.3. Method

Software

For MLM, various software packages are available (see Tab. 11). These software packages cover certain considered models but differ in terms of other criteria (e.g., number of possible levels and ability to treat latent constructs). The vast majority of studies applied HLM, followed by MLWinN. Of the MSEM studies in our literature review, 19 studies applied Mplus. One study employed LatentGold or EQS.

In our example, we used Mplus 7.4, which treats the calculated model types (cross-level effect, cross-level interaction, and cross-level effect and interaction) and more complex models, such as MSEM-moderated mediation (e.g., Preacher et al. 2011).

Centring

In MLM, independent variables are often centred on a specific value. Although centring is not a requirement in MSEM, it is recommended to facilitate the meaning of the intercept at level 2. Two options of centring independent variables are common: grand mean centring (GMC) and group mean centring/centring within clusters (CWC) (e.g., Algina and Swaminathan 2011, p. 285; Raudenbush and Bryk 2002, p. 33). In GMC, the grand mean of the independent variable (here CR) is subtracted from each independent variable observation:

$$CR_{ij} - \bar{CR}$$

where $\bar{CR}$ is the average of all CR scores in the sample. In CWC, for each level 1 independent variable observation, the level 2 cluster mean of the independent variable is subtracted from the independent variable’s observation:

$$CR_{ij} - \bar{CR}_j$$

**Table 10a: Results of model comparisons (phase I)**

<table>
<thead>
<tr>
<th>Model</th>
<th>c²</th>
<th>df</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
<th>SRMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFA</td>
<td>5875.158</td>
<td>25</td>
<td>.969</td>
<td>.955</td>
<td>.082</td>
<td>.024</td>
</tr>
<tr>
<td>Baseline</td>
<td>6122.136</td>
<td>28</td>
<td>.967</td>
<td>.958</td>
<td>.080</td>
<td>.036</td>
</tr>
<tr>
<td>Method-C</td>
<td>5953.323</td>
<td>27</td>
<td>.968</td>
<td>.958</td>
<td>.080</td>
<td>.025</td>
</tr>
<tr>
<td>Method-U</td>
<td>6837.812</td>
<td>20</td>
<td>.963</td>
<td>.934</td>
<td>.100</td>
<td>.024</td>
</tr>
<tr>
<td>Method-R</td>
<td>6766.926</td>
<td>21</td>
<td>.964</td>
<td>.938</td>
<td>.097</td>
<td>.024</td>
</tr>
</tbody>
</table>

Chi-square differences of model comparison tests

<table>
<thead>
<tr>
<th>ΔModels</th>
<th>Δc²</th>
<th>Δdf</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline with Method-C</td>
<td>168.813</td>
<td>1</td>
<td>***</td>
</tr>
<tr>
<td>Method-C with Method-U</td>
<td>884.489</td>
<td>7</td>
<td>***</td>
</tr>
<tr>
<td>Method-U with Method-R</td>
<td>70.886</td>
<td>1</td>
<td>ns</td>
</tr>
</tbody>
</table>

Notes: * p < .05; ** p < .01; *** p < .001; ns = not significant.

**Table 10b: Results of the reliability decomposition (phase II)**

<table>
<thead>
<tr>
<th>Latent variable</th>
<th>Total reliability</th>
<th>Substantive reliability</th>
<th>Method reliability</th>
<th>Method reliability marker variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>.940</td>
<td>.936</td>
<td>.004</td>
<td>4.26%</td>
</tr>
<tr>
<td>LOY</td>
<td>.896</td>
<td>.885</td>
<td>.010</td>
<td>1.12%</td>
</tr>
<tr>
<td>Job (Marker variable)</td>
<td>.399</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: CR = Corporate reputation; LOY = Loyalty.

**Table 10c: Results of the sensitivity analyses (phase III)**

<table>
<thead>
<tr>
<th>Construct correlations</th>
<th>CFA</th>
<th>Baseline</th>
<th>Method-U</th>
<th>Method-S (.05)</th>
<th>Method-S (.01)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR with LOY</td>
<td>.855</td>
<td>.855</td>
<td>.852</td>
<td>.838</td>
<td>.838</td>
</tr>
<tr>
<td>Job with LOY</td>
<td>-.166</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>Job with CR</td>
<td>-.190</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

Notes: CR = Corporate reputation; LOY = Loyalty.
where $x_{CR}$ is the average of all CR observations in the analysis that belong to cluster $j$.

GMC facilitates model computation and the interpretation of interaction effects. With CWC, all information about the group means is removed from the model; therefore, it should be used with caution (Hox 2013, p. 290). Enders and Tofighi (2007) demonstrated that CWC should be employed when the focus is on a level 1 predictor as CGM eliminates all between-cluster variation from the predictor and produces 'pure' estimate of the pooled within-cluster coefficient. CGM should be used when a level 2 predictor is of primary interest. In cases in which the focus is on examining a predictor’s influence at two levels, either form of centring is appropriate. Although most MLM studies report the type of centring, some do not (e.g., Minola et al. 2016). In our example, we use GMC.

Model specification

The model specifications are shown for three types of MSEM models, where we used the equations in our empirical example for illustration purposes. CR, LOY, and EMB (shown) can be replaced by $x$, $y$, and any level 2 moderator to obtain general equations.

To test a cross-level effect, we follow a stepwise procedure. In the first step, a model with no explanatory variables is analysed ("Null model"). The model only contains the explained variable to partition its variance into level 1 and level 2 variance and is used to calculate the ICC values (see above). In the second step, a baseline model that additionally contains control variables on levels 1 and 2 is defined. In the third step, means as outcomes models that explain the mean value differences in the dependent variable CR on level 1 through level 2 is defined. In the second step, a baseline model represents the following level 1 equation:

$$CR_{ij} = \beta_{0j} + \beta_{control} Controls_{ij} + rij$$

(10)

On level 1, a decomposition of CR into the country average ($\beta_{0j}$) and individual deviations from this average ($rij$) is performed, where $i$ denotes consumers, $j$ denotes countries, $CR_{ij}$ reflects consumer $i$'s perception of the MNC’s CR in country $j$, Controls$_{ij}$ includes level 1 control variables, and $rij$ denotes the level 1 error term. On level 2, differences in the countries’ CR means are explained by EMB. The level 2 equation is expressed as

$$\beta_{0j} = \gamma_{00} + \gamma_{01} (CCV_{j}) + u_{0j}$$

(11)

where $CCV_{j}$ represents the EMB variable on level 2, and $u_{0j}$ is the error term, i.e., the part of the countries’ CR mean $\beta_{0j}$ that cannot be explained by EMB. For each predictor $j$, the computation of a separate multilevel model for hypothesis testing is recommended.

Similar steps are recommended for testing cross-level interactions (e.g., Hox 2010; Raudenbush and Bryk 2002). In the first step, the “null model” is analysed. In the second step, a “random intercept baseline model”, which includes level 1 control variables, is defined. The “random intercept full model” in the third step additionally contains the level 1 predictor CR. In the fourth step, a “random intercept and slope baseline model” employs a random intercept and slope, with additional level 2 control variables. A cross-level interaction between the explanatory level 2 variable EMB and the slope of the level 1 effect between the level 1 independent variable CR and the level 1 dependent variable LOY is added. This final model represents the following level 1 equation:

$$LOY_{ij} = \beta_{0j} + \beta_{1j}(CR_{ij}) + \beta_{control} Controls_{ij} + r_{ij}$$

(12)

where $i$ denotes consumers, $j$ denotes countries, $LOY_{ij}$ reflects consumer $i$'s loyalty in country $j$, $CR_{ij}$ reflects consumer $i$'s perception of the MNC’s CR in country $j$, and Controls$_{ij}$ denotes level 1 control variables. The intercept $\beta_{0j}$ and the slope $\beta_{1j}$ are allowed to vary across level 2 clusters. Finally, $rij$ represents the level 1 error term. The level 2 model captures the differences between level 2 clusters and predicts the variation in the $\beta$ coefficients using the level 2 variable EMB as a predictor. This model is specified as follows:

---

**Tab. 11: Comparison of select software for MLM**

<table>
<thead>
<tr>
<th>Data</th>
<th>HLM</th>
<th>MLwiN</th>
<th>Stata</th>
<th>SAS</th>
<th>Mplus</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary data</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Ordinal data</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Multinomial data</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Dichotomous data</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Count data</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Censored data</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

**Model**

- Number of levels: 4 5 3 3 3 2
- Means as outcome: x — — — x x
- Random intercept model: x x x x x x
- Random slope model: x x x x x x
- Cross-level interaction: x x x x x x
- Cross-classification: x x x x x x
- Latent constructs: — — — — x x
- Longitudinal models: x x x x x x

**Notes:** x available; — not available. Software versions: HLM 7, MLwiN 3.00, Stata 14, SAS 14.2, Mplus 7.4, R 2.6.
\[ \beta_{qj} = \gamma_{00} + \gamma_{10} (CCV_j) + u_{qj} \]  
\[ \beta_{ij} = \gamma_{01} + \gamma_{11} (CCV_i) + u_{ij} \]  
where \( CCV_j \) denotes the different level 2 EMB, and \( u_{qj} \) (\( q = 0, 1 \)) are errors that are normally distributed over respondents. The complete model comprises equations (12) to (14) and was employed for hypothesis testing in the effect models:

\[ LOY_j = \gamma_{10} + \gamma_{11} (CCV_j) + y_{q0}(CR_i) + \gamma_{10}(CCV_j)(CR_i) + u_{qj} \]

Testing for cross-level effects and interactions simultaneously combines equations from the two models. Steps one through four are the same as the steps in the cross-level interaction models. In the fifth step, a cross-level effect between the explanatory level 2 variable EMB and the level 1 independent variable and a cross-level interaction between the explanatory level 2 variable EMB and the level 1 independent variable were added. The level 1 equations are expressed as

\[ CR_i = \beta_{0j} + r_{CRij} \]

\[ LOY_j = \beta_{0j} + \beta_{2j}(CR_i) + \beta_{controls} Controls_j + r_{LOYij} \]

where \( i \) denotes consumers, \( j \) denotes countries, \( CR_i \) reflects consumer \( i \)'s perception of the MNC's CR in country \( j \), \( LOY_j \) reflects consumer \( i \)'s loyalty in country \( j \), and \( Controls_j \) denotes level 1 control variables. The intercept \( \beta_{0j} \) and the slope \( \beta_{1j} \) can vary across level 2 clusters; \( r_{ij} \) represents the level 1 error term.

The level 2 equations are as follows:

\[ \beta_{0j} = \gamma_{00} + \gamma_{10} (CCV_j) + u_{0j} \]

\[ \beta_{1j} = \gamma_{01} + \gamma_{11} (CCV_j) + u_{1j} \]

\[ \beta_{2j} = \gamma_{20} + \gamma_{21} (CCV_j) + u_{2j} \]

where \( CCV_j \) denotes the different level 2 variables, and \( u_{qj} \) (\( q = 0, 1 \)) are errors that are normally distributed over respondents. The used model comprises equations (16) to (20) and includes all effects:

\[ LOY_j = \gamma_{10} + \gamma_{11} (CCV_j) + u_{1j} + (\gamma_{20} + \gamma_{21} (CCV_j) + u_{2j}) \]

\* \( (\gamma_{00} + \gamma_{01} (CCV_j) + u_{0j} + r_{CRij}) \)

\[ + \beta_{controls} Controls_j + r_{LOYij} \]

To run a cross-level interaction model in Mplus, the number of random sets of starting values need to be chosen, e.g., 1,000. The computational time can be as large as 10 (0.5) hours, and model convergence is not always guaranteed (see Muthén and Muthén 1998–2015).

### 4.4. Results, implications, and limitations

Scholars recommend presenting unstandardized coefficients in the results because standardized coefficients are not computable in random slope and intercept models with cross-level interactions (Raudenbush and Bryk 2002, p. 159). We explicitly note that unstandardized coefficients are typically small, especially for cross-level interactions, and standardized coefficients reported for the perception models (see Tab. 12–14) can differ from unstandardized coefficients due to standard deviations (Hox 2010, p. 305). A calculation of effect sizes might be additionally applied (following Marsh et al. 2009), which is computed as \((2*b*SD_{predictor}/SD_{outcome})\), where \( b \) is the unstandardized regression coefficient, \( SD_{predictor} \) is the predictor's standard deviation, and \( SD_{outcome} \) is the outcome variable's standard deviation. The effect size is comparable to Cohen's \( d \) (Cohen 1988) and underlines our reasoning.

### Explained variance

Computing the explained variance is not a requirement for MSEM, but it tests research propositions regarding level-specific explained variances, e.g., strength of moderation. The concept of explained variance has been transferred from multiple linear regression to MLM by treating proportional reductions in the estimated variance components as analogues of \( R^2 \) (Snijders and Bosker 2012, p. 109). A straightforward approach to assess the proportion of explained variance is to examine the residual error variances in a sequence of models, e.g., null model vs. full model (Hox 2010, p. 70). The level 1 explained variance \( R_1^2 \) is calculated as

\[ R_1^2 = \frac{(\sigma_{null}^2 - \sigma_{full}^2)}{\sigma_{null}^2} \]

where \( \sigma_{null}^2 \) is the level 1 residual variance of the null model, and \( \sigma_{full}^2 \) is the level 1 residual variance of the respective full model. Similarly, the level 2 explained variance \( R_2^2 \) is calculated as

\[ R_2^2 = \frac{(\tau_{0null} - \tau_{0full})}{\tau_{0null}} \]

where \( \tau_{0null} \) is the level 2 residual variance of the null model, and \( \tau_{0full} \) is the level 2 residual variance of the respective full model (Raudenbusch and Bryk 2002). A further advantage of this method is comparable to the logic of partitioning unexplained variance in two-level models. They are the only measures available that describe level-specific explained variance (LaHuis et al. 2014). Explained variance has frequently been interpreted in MSEM-studies. However, explained variance can be a challenge when it becomes negative (Hox 2013). LaHuis et al. (2014) discuss alternatives for this case.

### Model fit indices

Fit indices determine how well the constraints implied in a proposed model conform to the actual data. Fit indices for MSEM differ from those for HLM. HLM-based studies report adjusted \( R^2 \), acc. to OLS regression (e.g., Swoboda and Pennemann 2014), or the general -2 Log-likelihood (e.g., Ahearne et al. 2013). MSEM requires reporting known indices from SEM.

Several options for reporting model fit in MSEM exist. Typical structural fit indices are the model chi², approxi-
Null model Baseline model Means as outcomes model

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMB</td>
<td>→ CR</td>
<td>.479***</td>
<td>(.554)</td>
</tr>
<tr>
<td>CD</td>
<td>→ CR</td>
<td>-.020***</td>
<td>(-.751)</td>
</tr>
</tbody>
</table>

| **Covariates individual level**                  |   |   |   |
| Gender    | → CR | .001ns | .001ns | .001ns |
| Age       | → CR | .031*** | .031*** | .031*** |

| **Covariates country level**                      |   |   |   |
| Group size | → CR | .000ns | .000ns | .000* |
| Residual variance (individual level)             | .418 | .416 | .416 | .416 |
| Residual variance (country level)                | .084 | .090 | .065 | .046 |
| Explained variance (individual level)            | 5% | 27.8% | 48.9% |
| Explained variance (country level)               |       |       |       |
| AIC       | 259116.90 | 259020.39 | 259006.08 | 258988.44 |
| BIC (adjusted) | 259328.07 | 259256.89 | 259251.03 | 259233.39 |

*p < 0.05; **p < 0.01; ***p < 0.001; ns = not significant.

Notes: Standardized values are shown in brackets; CR = Corporate reputation, EMB = Embeddedness, CD = Country development.

Tab. 12: Results of cross-level effects

mate fit indices (CFI, RMSEA, SRMR; with common cut-off criteria in SEM), and fit indices for model comparison (AIC, BIC; models in which the smaller value is preferred). Hox (2010, p. 307) suggested reporting several fit indices, which MSEM studies often do not do. For example, Zhou et al. (2010) or Kiersch and Byrne (2015) only reported fit indices for their preliminary CFA analyses instead of the complete MSEM. However, in MSEM, fit indices are challenging as they apply to the entire model and are not level-specific. Because all fit indices depend to some extent on the sample size and the sample size for the between model is almost smaller than the sample size for the within model, the latter dominates the fit index value. Thus, whether the model fits (poorly) at level 1, level 2, or both levels is unclear. Ryu (2014) discussed options to overcome these challenges. The first option is a two-step procedure that computes single-level fit statistics at each level based on estimates of saturated covariance matrices; the second option computes partially saturated models. Simulation studies reveal that both options better detected misfit than the level-neglecting standard approach. Unfortunately, both options are currently not part of the available MSEM software.

In our example, we computed AIC and BIC (fit indices for model comparison). They are the commonly reported fit indices in MLM and provided by Mplus. Additionally, stability tests may be drawn, e.g., using data for the MNC from another year or for further MNCs.

Results

The results in our example indicate a reinforcing role of EMB ($b = .479, p < 0.001$) and a diminishing role of CD ($b = -.020, p < 0.001$) (see Tab. 12). CR perceptions are stronger (weaker) in countries that score high in terms of EMB (CD). CD explains a higher level of country-level variance (48.9 %).

Regarding CR-loyalty relationships (see Tab. 13), the results support the elsewhere hypothesized effects of EMB ($b = 1.410, p < 0.01$) and CD ($b = -.009, p < 0.001$). CR effects are reinforced in countries with high EMB (similar Swoboda et al. 2016) and diminished in countries with high CD. EMB and CD explain high levels (25.0 % and 40.0 %) of country-level variance.

In the models with simultaneous cross-level effects and interactions – which we present for the first time in the literature – the results are similar (see Tab. 14): EMB reinforces CR perceptions ($b = .471, p < 0.001$) and CR effects ($b = .880, p < 0.001$), and CD diminishes CR perceptions ($b = -.019, p < 0.001$) and weakens CR effects ($b = -.013, p < 0.001$). EMB and CD explain high levels (32.7 % and 49.3 %) of country-level variance.

Brief implications and limitations

Our example primarily contributes to the understanding of how to design an MSEM study. Therefore, we cautiously provide a brief overview of the research implications and limitations, as our study uses extant data and covers only a single MNC in one industry. However, the example introduces the novel idea that both EMB and CD affect CR perceptions and the effects of an MNC across countries.

Concerning research implications, CR perceptions across nations are important indicators of MNCs’ positioning differences, which are strongly linked to the negative effect of CD (explaining 48.9 % of the country-level variance). Concerning CR effects on loyalty, our results support extant research (e.g., Swoboda et al. 2016).
Random intercept Random intercept and slope
Null model Baseline model Full model
Baseline model
Cross-level interactions

Main relationship individual level
CR → Loy .922*** .907*** .907*** .904***

Cross-level interactions
EMB → Intercept Loy .240***
→ Slope CR 1.410**
CD → Intercept Loy -.009***
→ Slope CR -.009***

Covariates individual level
Gender → Loy .016ns .015* .015* .015* .015*
Age → Loy .023** -.004ns -.003ns -.003ns -.003ns

Covariates country level
Group size → Loy .000ns .000*** .000**
Residual variance (individual level) .505 .504 .166 .158 .158 .158
Residual variance (country level) .153 .159 .021 .020 .015 .012
Explained variance (individual level) .2% 67.1% 4.8%
Explained variance (country level) 4.8% 25.0% 40.0%

AIC 227156.90 227109.36 467429.74 469002.90 469021.76 4 469363.81
BIC (adjusted) 227266.70 227236.06 467700.04 469256.30 469317.39 469659.45

*p < 0.05; **p < 0.01; ***p < 0.001; ns = not significant.
Notes: Effect sizes are shown in brackets; CR = Corporate reputation, Loy = Loyalty, EMB = Embeddedness, CD = Country development; 1Slopes used for hypothesis tests.

Tab. 13: Results of cross-level interactions

because EMB provides a strong explanatory power (25.0% of the variance). CD is negative and explains 40.0%. We conclude an important role of EMB (as a moderator) and a stronger role of CD (as antecedence and moderator). Future research may particularly use CD (not only culture) to explain diminishing CR perceptions and effects across nations.

We suggest addressing three limitations. First, concerning the data, an analysis of additional countries or industries, a broader set of MNCs, or different stakeholder groups would be advantageous (although they would also create methodological challenges, i.e., additional levels). We also use a homogenous consumer sample with some advantages/disadvantages. Second, alternative measures for CR or loyalty may change the results, and alternative measures of national variables are obvious. Third, future studies may extend the proposed conceptual model, for example, by analysing the five perceived CR dimensions as antecedents of loyalty across nations to determine which CR-dimension – e.g., quality or responsibility – most affects behaviour.

5. Directions and challenges for future research

Because recent developments in statistical theory have increased the MLM options, whereas MSEM is still seldom used, we attempted to provide a systematic approach for the use of the latter. Our first objective was to introduce scholars to MSEM and its advantages relative to HLM and to provide novel insights into the topics and limitations of MSEM/HLM use in extant studies. Our second objective was to systematically address the requirements, options, and challenges of MSEM in sampling, measurement, and method by referring to the literature and by providing an example.

Our literature review underlines that MSEM is seldom used in marketing and management research, whereas in marketing, MSEM is only used in international marketing research. Few studies discuss MSEM, though latent constructs prevail and multilevel settings are common (e.g., concerning global brands and customer segments). The main advantage of MSEM should be prevalent: it provides new theoretical insights and propositions when combining constructs and variables from different levels of data by considering cross-level interactions. Because MNCs often manage their international activities across nations, similar options exist for international management research, where manifest variables are more common (e.g., Peterson et al. 2012). However, the advantages of MSEM are relatively unexplored, particularly in general marketing. We mention areas of future research, e.g., promotion effects across time and sales teams’ performance within organizations, perceived values of brands with various brand equities, firms’ evaluation across sectors, or touchpoints in e-commerce.

We provided guidelines for the design of MSEM analyses. Based on our nontechnical explanation of the re-
requirements, options, and challenges, we summarize the major promising directions and challenges for future research and organize them into conceptualization issues, methodological shortcomings, and general advice.

Scholars need to consider the following conceptualization issues in MSEM-based studies:

- Of paramount importance is the sampling procedure, especially the size of level 2 variables; the sample size should be selected based on the requirements of MSEM before data collection.
- Outcome variables can technically be situated at any level, which enables different model conceptualizations than HLM.
- Based on our experience, control variables may substantially affect the amount of explained variance; unlike in OLS regression, where $R^2$ is less affected by additional controls, in MSEM, they should be chosen carefully and used parsimoniously.

The following methodological shortcomings need to be developed further:

- Traditional tests, e.g., normality, validity, common method variance, endogeneity, and unobserved heterogeneity, do not take the multilevel structure into account. To the best of our knowledge, no methods have been developed yet to do so.
- For certain aspects, methods have been developed that consider the multilevel structure; however, they have not been implemented into multilevel software, such as Mplus. For example, we hope that multilevel fit values (e.g., Ryu 2014) will be implemented into MSEM software and developed further according to the requirements of MSEM models.
- To the best of our knowledge, concrete methods (i.e., formulas) to determine the number of required clusters are not available. As this issue is critical, statistical research in this direction seems useful.

Scholars should consider the following advice when conducting MSEM-based studies:

- MSEM is only feasible with multi-item constructs. When these have not been conceptualized or collected, MSEM is not possible.

---

**Table 14: Results of cross-level effects and interactions**

<table>
<thead>
<tr>
<th></th>
<th>Random intercept</th>
<th>Random intercept and slope</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Null model</td>
<td>Baseline model</td>
</tr>
<tr>
<td></td>
<td>$b$</td>
<td>$p$</td>
</tr>
<tr>
<td><strong>Main relationship individual level</strong></td>
<td>CR $\rightarrow$ Loy</td>
<td>.917***</td>
</tr>
<tr>
<td><strong>Cross-level effects</strong></td>
<td>EMB $\rightarrow$ CR</td>
<td>.458***</td>
</tr>
<tr>
<td></td>
<td>CD $\rightarrow$ CR</td>
<td>.001ns</td>
</tr>
<tr>
<td><strong>Cross-level interactions</strong></td>
<td>EMB $\rightarrow$ Intercept Loy</td>
<td>.642***</td>
</tr>
<tr>
<td></td>
<td>EMB $\rightarrow$ Slope CR</td>
<td>.880***</td>
</tr>
<tr>
<td></td>
<td>CD $\rightarrow$ Intercept Loy</td>
<td>.024***</td>
</tr>
<tr>
<td></td>
<td>CD $\rightarrow$ Slope CR</td>
<td>.013***</td>
</tr>
<tr>
<td><strong>Covariates individual level</strong></td>
<td>Gender $\rightarrow$ Loy</td>
<td>.015*</td>
</tr>
<tr>
<td></td>
<td>Age $\rightarrow$ Loy</td>
<td>-.003ns</td>
</tr>
<tr>
<td><strong>Covariates country level</strong></td>
<td>Group size $\rightarrow$ Loy</td>
<td>.412</td>
</tr>
<tr>
<td></td>
<td>Residual variance CR $\rightarrow$ Loy (individual level)</td>
<td>.512</td>
</tr>
<tr>
<td></td>
<td>Residual variance Loy (individual level)</td>
<td>.103</td>
</tr>
<tr>
<td></td>
<td>Residual variance CR $\rightarrow$ CR (country level)</td>
<td>.156</td>
</tr>
<tr>
<td></td>
<td>Explained variance CR $\rightarrow$ Loy (individual level)</td>
<td>.0%</td>
</tr>
<tr>
<td></td>
<td>Explained variance Loy (individual level)</td>
<td>1.6%</td>
</tr>
<tr>
<td></td>
<td>Explained variance CR (country level)</td>
<td>4.6%</td>
</tr>
<tr>
<td></td>
<td>Explained variance Loy (country level)</td>
<td>3.2%</td>
</tr>
<tr>
<td>AIC</td>
<td>457045.27</td>
<td>486108.47</td>
</tr>
<tr>
<td>BIC (adjusted)</td>
<td>457349.35</td>
<td>486420.99</td>
</tr>
</tbody>
</table>

*p < 0.05; **p < 0.01; ***p < 0.001; ns = not significant.

Notes: Effect sizes are shown in brackets; CR = Corporate reputation, Loy = Loyalty, EMB = Embeddedness, CD = Country development; 1Slopes are used for hypothesis tests.
• Very long computation times are critical, e.g., up to ten hours for a cross-level interaction model, such as those presented here. In Mplus, multiple CPU cores can be employed (if supported by the specific analysis type), which can accelerate the computation.

• Obtaining convergence of the model is challenging. In Mplus, for example, different starting value sets or the number of iterations should be employed to facilitate model conversion (Muthén and Muthén 1998–2015). A higher number of random sets of starting values and a larger number of iterations might help the model to converge but significantly increase the computational time (in our experience, increasing the number of starting values by 50% generates computation times of 15 hours, but this strongly depends on the sample).

We often conceptualize a theoretical model and then test whether it is statistically practicable (e.g., Preacher et al. 2016).

We elaborate three model types – cross-level effects, cross-level interactions, and cross-level effects and interactions – but additional model types are also promising, including mediation models, cross-classifications, and longitudinal designs, as are analyses of additional levels (e.g., Preacher et al. 2011). We believe that the use of MSEM will increase in future research and hope that this article helps an increasing number of scholars apply MSEM.

Notes

[1] We do not address analyses that control for confounding effects at one level while testing relationships at another level, and longitudinal MSEM/HLM (where repeated measurements are nested within an individual) are not addressed. Longitudinal MLM is applied to large-scale panel survey data (Big Data), with a focus on patterns of change over time, and it does not require balanced data. For the advantages of longitudinal MLM, see, e.g., Hox (2010).

[2] Screening criteria to select respondents were used: quota sampling according to gender and age distribution based on information provided by national registration offices in each country, restricted to urban dwellers between the ages of 18 and 65 (55) years in developed (emerging) countries with above-average income and high levels of education or professional employment. The choice was made for various reasons, e.g., sample comparability across nations. Because we used panels, we need to control for data and panel quality, e.g., prevent bogus responses, instructional manipulation checks, and control for straight-lining or random clicking (e.g., Kaminska et al. 2010).

[3] We created a first-order construct – after ensuring the reliability and validity of every second-order factor – by using an exact but common procedure (e.g., Swoboda et al. 2016): coarse factor scores (of indicators in each CR dimension, item parceling) vs. refined factor scores (estimates taking correlation matrix and factor analysis coefficients into account; e.g., Brown 2015, p. 32, DiStefano et al. 2009). The advantages of our procedure include ease of computation, preservation of variation in original data, and stability across samples. We assured that each second-order factor had approximately equal factor loadings (otherwise items with relatively low vs. high loadings will have the same weight; DiStefano et al. 2009, p. 3) and computed validity coefficients for each of the factors (i.e., correlations between the factor score estimates and their respective factors; Grice 2001).

MSEM allows the modelling of second-order constructs with advantages such as retention of the original factor structure, whereas the model complexity increases. However, the challenges dominate, e.g., increased computation times, notably complicated convergence (if the number of level-2 clusters is small; e.g., Preacher et al. 2016), and model non-identification. The second order is seldom applied, and scholars in our review who measured latent factors and reduced them to one item typically did not specify the factor score method used (e.g., Kang et al. 2015 measured transformational leadership as a second-order construct but were unclear about how it was entered into the MSEM).
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