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A User’s Guide to the Galaxy of Conjoint Analysis and
Compositional Preference Measurement
By Michael Steiner and Martin Meißner

Academics and practitioners aiming to mea-
sure preferences for the first time are faced
with a ‘galaxy’ of conjoint analytic and alterna-
tive compositional preference measurement
approaches. Potential users are confronted
with questions, such as how to determine
which approach to use, how to set up a study
that generates reliable and valid results and
how to interpret these results. The aim of this
paper is to provide guidance to these key
challenges. Thus, the first objective is to
guide potential users in the selection of ap-
propriate preference measurement ap-
proaches. Second, we discuss important craft
factors, i. e. design elements that substantial-
ly impact the validity of preference measure-
ment results, such as the definition of attribu-
tes and levels and their introduction to re-
spondents. Third, we provide users with prac-
tical guidance how to interpret conjoint re-
sults, evaluate the quality of empirical conjoint
data, set up market simulations and discuss
factors that influence the studies’ external va-
lidity. Our paper, thus, serves as a user’s
guide to the ‘galaxy’ of consumer preference
measurement and helps sensitize research-
ers towards potential pitfalls when conducting
their own preference measurement studies.

1. Introduction

Humans make a multitude of choices every day that
range from speedy decisions (e. g., which food to eat,
task to do, film to watch or mode of transport to take) to
more complex purchase decisions on cars, laptops or in-
surances. Managers, in particular, are required to make
decisions regarding recruitment, machinery purchase and
investment options. Across all contexts, decision makers
must choose from a variety of alternatives. These choice
alternatives are often described using product attributes
(i. e., characteristics used to compare alternatives such as
the colour of a car) and related attribute levels (specific
product features, e. g., the red colour of a car).

The objective of conjoint analysis is to measure how re-
spondents trade-off various alternatives and their re-
spective attribute levels; for example, the trade-off a con-
sumer faces is whether to buy a cheaper car with higher
fuel consumption or a more expensive one with lower fu-
el consumption. Conjoint analysis is a survey technique
that asks respondents to evaluate products. These prod-
uct evaluations are then decomposed to derive estimates
on the utilities of the products constituent attribute levels
(the part-worths). Conjoint analysis is thus a decompo-
sitional approach.

Conjoint analysis is a class of methods and comprises a
large variety of alternative measurement approaches.
Choice-based conjoint analysis (CBC; also known as
discrete choice modelling) is, by far, the most common-
ly used conjoint approach. A recent survey suggests that
more than 80 % of all conjoint analysis studies apply
CBC (Sawtooth Software 2016). However, other ap-
proaches can be used as well. Preferences for specific at-
tribute levels can be surveyed directly. Such direct meth-
ods are commonly named compositional approaches
since the total utility of a product can then be computed
(composed) as the sum of its attribute levels’ utilities.
Furthermore, hybrid approaches aim at combining ad-
vantages of compositional and decompositional meth-
ods. Hybrid and compositional preference measurement
approaches have advantages in certain application con-
texts (as discussed further below).

Numerous studies suggest that conjoint analysis methods
(but also compositional and hybrid approaches) well pre-
dict real choices (e. g., Benbenisty 1983; Krishnamurthi
1988; Chapman et al. 2009; Louviere and Timmermans
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Focus of this paper Focus of many textbooks and research papers 

1) Selection of a Preference Elicitation Technique   (often focus on a rather limited number of approaches and 

newly developed approaches might be missing) 

2) Definition of an Attribute Set  

3) Definition of an Experimental Design 

4) Sample Selection, Explicating the Decision Context and 

Warm-up Tasks 

5) Respondents’ Evaluations 

6) Part-worth Estimation 

7) Validity and Reliability 

(but also applicability measures and face validity)

 (previous textbooks and research papers often focus on 

internal and predictive validity) 

8) Interpretation of Part-worth Utilities 

9) Market Simulations and External Validity 

Tab. 1: Steps within conjoint-analysis studies

1992; Natter and Feurstein 2002; Parker and Srinivasan
1976; Robinson 1980; Srinivasan and Park 1997;
Tscheulin 1991). Conjoint analysis is therefore widely
accepted in research and practice. Each year, market re-
searchers conduct thousands of conjoint analyses (Orme
2013). Some researchers believe that conjoint analysis is
‘the most significant development in marketing research
methodology over the last 40 years’ (Rao 2014a, p. 47;
2014b).

Various textbooks (e. g., Baier and Brusch 2009; Gus-
tafsson et al. 2013; Orme 2013; Rao 2014b) and textbook
chapters (e. g., Backhaus et al. 2015a, 2015b; Hair et al.
2010) exist that give an introduction to conjoint analysis,
to compositional as well as hybrid preference measure-
ment approaches. These publications mainly focus on
how to define an experimental design (the alternatives
evaluated within the conjoint task), how to collect prefer-
ence data, and how to estimate the levels’ utility (the lev-
els’ part-worths). Moreover, commercial software (e. g.,
see www.sawtoothsoftware.com) enables researchers to
easily master these steps without much effort. Today,
reasonable conjoint analysis estimates seem to require
just a few mouse clicks.

But despite all these publications and easy to use soft-
ware, many conjoint analysis studies fail (e. g., Brzoska
2003; Drechsler et al. 2013; Fine 2009; Johnson and Am-
rose 2009; Schlag 2008). There are numerous reasons for
such failure. In line with Eggers et al. (2016) or Orme
(2013), we argue that ‘craft’ factors (how to design con-
joint studies) should be more prominently debated (and
empirically tested) than currently done in most textbooks
or papers. These factors can strongly influence the valid-
ity of preference measurement results.

Our first objective is to help users selecting an appropri-
ate preference measurement approach for the decision
context they would like to investigate. Previous compara-
tive studies (e. g., Louviere and Woodworth 1983; Natter
and Feurstein 2002; Kamakura and Ozer 2000; Vriens et
al. 1996) suggest that no dominant preference measure-
ment approach exists. By discussing advantages and dis-
advantages of established techniques and also referring to
more recently developed approaches, our user’s guide
helps in this selection process in a specific research con-

text. Our second objective is to bring three craft factors
into focus: We deliberate on the selection of attributes
and levels which is the essential first step when setting up
a preference measurement study. We then discuss how
the decision context as well as the attribute and levels can
be adequately introduced to respondents. Our third objec-
tive is to provide users with more practical guidance how
to interpret conjoint results, evaluate the quality of empir-
ical conjoint data (the reliability, validity and applicabili-
ty), set up market simulations and measure the external
validity. Our paper targets researchers and practitioners
that have some fundamental understanding about con-
joint analysis (e. g., they know common textbooks on
conjoint analysis) but still lack sufficient experience
when deciding on a specific preference elicitation tech-
nique, when setting up a study, or when interpreting con-
joint results and predicting future market share.

In summary, our paper aims to sensitize researchers to-
wards potential pitfalls that could negatively affect or
even jeopardize the validity of their preference measure-
ment results. Tab. 1 provides an overview of all steps
necessary when conducting a conjoint analysis. It also
provides information on this paper’s focus (left column,
steps 1, 2, 4, 7, 8, and 9) and the focus of many textbooks
(right column, steps 1, 3, 5, and 6). This does not mean
that previous publications ignored some steps (nor do
we), however, our goal is to discuss those steps in more
detail that, from our perspective, have been underweight-
ed previously.

The remainder of this paper is structured as follows. The
next two sections introduce conjoint analysis, by first ex-
plaining the value of conjoint analysis for research and
practice (Section 2) and then briefly introducing the ba-
sic measurement idea (Section 3). In line with the first
objective, Section 4 presents commonly used decompo-
sitional, hybrid, and compositional preference measure-
ment approaches. In line with the second objective, three
important craft factors are subsequently discussed in
Sections 5 to 7. Section 5 considers the determination of
attributes and levels. Section 6 explores the explication
of attributes and levels and the use of warm-up tasks.
Section 7 includes a description of reliability and validity
issues. In line with the third objective, Section 8 illustra-
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tes the interpretation of part-worth utilities and Section 9
demonstrates how to conduct market simulations and de-
scribes factors that influence the external validity. Sec-
tion 10 offers concluding remarks.

2. Understanding the Value of Conjoint
Analysis

Researchers and practitioners using preference measure-
ment methods aim at exploring the current decision mak-
ing of consumers and predicting future decision behav-
iour. Understanding consumers’ decision making is es-
sential for manufacturers, policymakers, and researchers.

Conjoint analytic approaches are largely used in the early
stages of the product development process, even before
firms develop prototypes of their products (Green et al.
1997). They provide managers with important informa-
tion on (i) the value consumers assign to certain levels
(levels’ part-worth utilities) and (ii) the relevance of cer-
tain attributes when making the decision (attribute im-
portance weights). Further, this information is frequently
used to (iii) identify consumer segments and (iv) predict
products’ market share (what-if scenarios). These con-
joint analysis results are easy to communicate to man-
agement and engineers and provide actionable insight
(Chapman et al. 2008).

Knowledge about customer needs help manufacturers
design better products. Assessing the perceived value of
product characteristics from a consumer perspective in-
creases the possibility of consumers liking and buying
the product, rendering market introduction successful
and, thus, reducing the risk of market failure (Markham
and Lee 2013; Schneider and Hall 2011). Firms can also
avoid failures if they have better information on target
groups’ size, consumers’ willingness to pay and their po-
tential reactions to changes in the competitive environ-
ment (e. g., price changes or introduction of new prod-
ucts by competitors). These estimates also play a crucial
role in forecasting the impact of potential cannibalization
of line extensions, brand value and the impact of other
marketing mix changes (e. g., changes in communication
or distribution strategies; Cattin and Wittink 1982; Hart-
mann and Sattler 2002; Wittink and Cattin 1989). Con-
joint analysis approaches have also been adopted to aid
consumers’ decision making since preference data can be
applied in recommender systems (Backhaus et al. 2010;
De Bruyn et al. 2008) and to assess preferences on non-
linear pricing models such as the two-part tariff struc-
tures of the ‘Bahn Card’ (Lilien et al. 2013). Conjoint an-
alytic approaches are also commonly applied to analyse
individual as well as group decision making (Krishna-
murthi 1988).

Furthermore, conjoint analysis is not only relevant in the
marketing field but also commonly used in areas such as
healthcare (e. g., to facilitate doctor-patient communica-
tion), economics (e. g., to assess public transport prefer-

ences), human resources (e. g., to develop incentive
schemes, define desired characteristics for new employ-
ees and understand job choice; Huber et al. 1971; Netzer
et al. 2008) and computer science and machine learning
(Netzer et al. 2008; Orme 2013). Lawyers apply conjoint
analysis to assess damages from patent infringement by
valuing patents and copyrights (Cameron et al. 2013).
For example, conjoint analysis was central in Apple’s 2.5
billion USD suit against Samsung. Apple conducted two
studies (one on smartphones and the other on tablets) to
quantify the value of features that Samsung incorporated
into their products and protected by Apple patents. Pre-
dictions of customers’ willingness to pay for these fea-
tures were then presented in court (Eggers et al. 2016).
The royalty rates to stream music were determined in a
manner similar to that utilized by the US Copyright Roy-
alty Board (McFadden 2014). Due to its wide range of
applications, conjoint analysis is one of the most often
used techniques to assess consumers’ needs (Lilien et al.
2013; Netzer et al. 2008).

3. Basic Idea of Conjoint Analysis

This section provides an overview of conjoint analysis
and presents assumptions and recent research on how re-
spondents answer conjoint questionnaires. Conjoint anal-
ysis is decompositional since (as described earlier) it
asks respondents to evaluate products described by all re-
spective attribute levels (the so-called ‘full-profile pre-
sentation’) and then decomposes these evaluations to ob-
tain information on the value consumers derive from spe-
cific features.

Products assessed within conjoint analysis can be de-
fined by simply identifying all potential level combina-
tions. However, the number of product evaluations will
increase exponentially with the number of attributes and
levels (e. g., each respondent would be required to evalu-
ate 729 alternatives when considering six attributes with
each three levels). Thus, experimental designs aim at re-
ducing the number of alternatives respondents must eval-
uate to reduce their burden. In a traditional conjoint anal-
ysis, such experimental designs can be generated on the
basis of the Latin square or Addelman plans (Addelman
1962).[1] In all experimental designs, each level of an at-
tribute is presented equally often together with every oth-
er level of the other attributes in the study. Moreover,
when applying traditional conjoint analysis approaches,
all respondents evaluate the same experimental design.
To limit the number of products that respondents must
evaluate, these designs often focus on the main effects by
assuming that the levels of different attributes are uncor-
related. Respondents are then asked to evaluate the prod-
ucts e. g. based on a ranking, ratings, paired-comparisons
etc. (traditional conjoint analysis) or choices (choice-
based conjoint analysis).

Before estimating part-worth utilities, market researchers
must define a utility model for each attribute. The utility
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Fig. 1: Utility models

model determines the relationship between attribute lev-
els and consumer utility. Figure 1 presents three common
utility models. An ideal point model assumes that an at-
tribute has an ‘optimal’ level that maximizes consumer
utility; for example, a chocolate bar should not be too
sweet or not sweet enough. A vector model, on the other
hand, assumes that higher (or lower) levels of an attribu-
te increase consumer utility; for example, a faster com-
puter processor should be perceived as beneficial (con-
tinuous line of the vector model in Fig. 1). Similarly, a
lower-priced computer (dotted line in Fig. 1) should in-
crease consumer utility. Finally, the part-worth model
does not make any a priori assumptions regarding the
utility caused by specific levels. Thus, the part-worth
model is the most flexible approach. It is most often ap-
plied in practice. However, when applying the part-worth
model, a higher number of parameters must be estimated
(Green and Srinivasan 1978; 1990).

Researchers can estimate part-worths based on estimation
techniques such as regression analysis (ratings-based da-
ta) or multinomial logistic regression (choice data). The
total value of an alternative can then be computed as the
sum of its respective part-worth utilities (see Equation 1).
Almost all published research on conjoint analysis and
preference measurement is based on the assumption of a
linear additive utility model (Cui and Curry 2005).

Uim =
j=1

J

Σ
k=1

K

Σ β ijk* yijkm (1)

with:
Uim: total utility respondent i derives from alternative m
β ijk: part-worth utility for level j of attribute k for re-

spondent i
yijkm: binary coding for level j of attribute k for alterna-

tive m and respondent i, which takes the value of 1
if level j is present and 0 otherwise

J: number of attribute levels
K: number of attributes

The assumption of a linear additive utility model has an
important consequence: additive utility models are com-
pensatory, that is, they assume that a favourable level of
one attribute can compensate for the less favourable level
of another attribute (and vice versa). This assumption is
also grounded in the idea that humans make computer-
like calculations, which may be questionable at least in
purchase situations wherein the respondent is unwilling
or does not have the time to consider all attribute levels.

Nonetheless, research has shown that the assumption of a
linear additive model is surprisingly robust to violations
of this assumption (for an overview, see Cui and Curry
2005).

In contrast to such unsystematic errors, systematic devia-
tions from the linear additive model bias conjoint esti-
mates. Attribute levels that are completely unacceptable
are an example of such systematic biases. To elaborate,
respondents may accept, to a certain degree, a higher
product price if it can be justified with higher quality.
However, consumers might be unwilling to accept a
product that is priced higher than a certain price thresh-
old. If so, consumers will not be willing to buy the prod-
uct, regardless of how favourable other product features
are. Such systematic non-compensatory decision rules
cannot be represented using a linear additive utility mod-
el and thus, linear additive utility functions are not suit-
able (for an overview, see Steiner et al. 2016).

Part-worth utilities provide information on the value of
the respective levels and enable researchers to predict a
product’s total utility. From a managerial perspective, of
high significance are the importance weights, that is,
the relevance of the attributes for the respondents when
making decisions (Green and Krieger 1995). Conjoint
analysis does not directly survey the attribute impor-
tance weights. Instead, importance weights are derived
from part-worth utilities. Attribute importance denotes
the degree of change in alternative’s utility value when
the attribute improves from the least to the most pre-
ferred level (the so-called ‘bandwidth’). Thus, the im-
portance weight for attribute j (wj) can be computed
from the bandwidth of an attribute (i. e., the most minus
the least preferred level) divided by the sum of all band-
widths for all attributes (see Equation 2; Cattin and Wit-
tink 1982).

wj =
maxβ ij – minβ ij

j=1

J

Σ (maxβ ij – minβ ij)
. (2)

The resulting importance weights of all attributes J add
up to 100 percent. In general, attribute importance
weights are first computed at individual levels and then,
aggregated across respondents (Orme 2013).

It is noteworthy that the definitions of the attribute set
(attributes and levels surveyed in a conjoint analysis) and
range of attribute levels influence attribute importance

Steiner/Meißner, A User’s Guide to the Galaxy of Conjoint Analysis and Compositional Preference Measurement

6 MARKETING · ZFP · Issue 2 · 2. Quarter 2018



Compositional approaches Hybrid approaches Decompositional approaches 

Self-explicated approaches: 

Direct rating  

Unweighted self-explicated approach  

Weighted self-explicated approach 

Conjunctive compensatory self- explicated ap-

proach  

Adaptive Self-Explicated approach and its ex-

tension, pre-sorted self- explicated approach 

Analytic Hierarchy Process and its adaptation for 

preference measurement  

Max–Diff Scaling / Best-Worst Scaling 

Restricted-Click-Stream analysis  

Traditional Hybrid Conjoint Analysis 

Sawtooth Software Adaptive Conjoint 

Analysis (ACA) 

Sawtooth Software Adaptive Choice-

Based Conjoint Analysis (ACBC) 

Traditional Conjoint Analysis (full-

profile approaches vs. trade-off ma-

trices; simultaneous presentation of 

all product concepts vs. paired-

comparisons) 

Choice-Based Conjoint analysis 

(CBC) 

Tab. 2: Compositional, decompositional and hybrid preference measurement approaches

weights. A narrow bandwidth of levels (e. g., narrow
price range) will result in a low importance of that attri-
bute (e. g., price) while a broader bandwidth will in-
crease it (see also Section 3 and Orme (2013)).

To develop a deeper understanding of how respondents
make decisions in conjoint tasks, eye tracking can be
used to monitor respondents’ decision-making processes
(Meißner and Decker 2010). Meißner et al. (2016), for
example, analysed respondents’ attention towards alter-
natives and attributes in three CBC eye-tracking studies
and found a close relationship between attention and
preference. First, alternative focus predicts that people
pay more attention to alternatives that have high utility
values. Second, attribute focus assumes that people fo-
cus more on important attributes. To assess the potential
influence of the decision context, Meißner et al. (2016)
further relied on two potential influence factors. First, re-
spondents might pay more attention to information that is
centrally presented (centrality bias) and second, decision
makers may focus more on attributes and products that
they look at first in a task. The authors found that central
information and information that is perceived first re-
ceives more attention. Importantly, however, this in-
crease in attention did not increase the probability of re-
spondents choosing these alternatives. This finding is
important because it suggests that conjoint analysis re-
sults are not influenced by incidental perceptions result-
ing from the conjoint tasks’ layout. Moreover, as the
study also demonstrated that alternative and attribute fo-
cus become stronger in later choice tasks, the conjoint
task layout seems to facilitate more effective decision
making owing to practice, that is, fewer fixations are
necessary before respondents can make their decisions.

A key characteristic of CBC is its lattice structure. More
specifically, attributes are arranged in a matrix and their
order is identical for all alternatives, which enables re-
spondents to easily compare different options. Further,
the number of attributes is commonly limited to avoid
overwhelming the respondents and alternatives are often
distributed across different sub-tasks. Decision makers
are repeatedly asked to evaluate alternatives or choose
one of them. These layout features are likely to enable
learning with conjoint exercises.

4. Methods and Experimental Design

Green and Rao (1971) introduced the concept of conjoint
analysis more than 45 years ago. Since then, researchers
have developed numerous methods to improve data qual-
ity or reduce respondent effort when participating in
preference elicitation tasks. This paper aims to provide a
brief overview of preference measurement techniques
with focus on different types of conjoint analysis. How-
ever, such an overview cannot be all-encompassing.
Nevertheless, the objective is to provide an overview of
the bandwidth of possible approaches that can be applied
to gain insight into consumer preferences. Tab. 2 summa-
rizes the approaches considered in the present discus-
sion.

4.1. Compositional Approaches

Compositional approaches ask respondents to directly
evaluate attributes and/or levels. Direct ratings ask re-
spondents to assess the attributes’ importance without
considering the respective attribute levels. Such direct
importance ratings are often uninformative (Krosnick
and Alwin 1988) because respondents tend to rate all at-
tributes as important. Unweighted self-explicated ap-
proaches, in contrast, focus on asking respondents to as-
sess the attribute levels’ desirability but neglect differ-
ences in attribute importance. These approaches implicit-
ly assume that all attributes are equally important. Both
approaches do not allow researchers to assess the total
utility of an alternative.

Weighted self-explicated approaches ask respondents
to evaluate both, attributes and levels. Often, respondents
are first asked to evaluate the desirability of each attribu-
te level. For example, respondents could be asked to de-
termine the most preferable level of an attribute, which is
assigned 10 points, followed by the least preferable level,
which is given 0 points. The remaining levels are as-
signed between 0 and 10 points. On the basis of this first
stage, the bandwidth of levels (most and least preferred
level) can be determined.

This bandwidth is then presented in the second stage,
where respondents are asked to evaluate the attributes’
importance. Here as well, respondents define the most
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important attribute (i. e. the attribute for which an im-
provement from the least to the most preferred level re-
sults in the highest utility increase). This attribute is val-
ued at 10 points. The importance of the remaining attri-
butes is then determined relative to the most important
one. A product’s total utility is determined by multiply-
ing the attribute importance weights with the desirability
ratings of the respective levels and then, summing up
these values across all attributes. Thus, total utility is
composed of its part-worth utilities (Netzer and Sriniva-
san 2011; Srinivasan 1988). This method is known as
conjunctive compensatory self-explicated approach
(or also Casemap). Variants of it also enable researchers
to account for potential unacceptable levels by asking re-
spondents to eliminate these unacceptable levels prior to
rating the levels.

A major disadvantage of self-explicated methods is that
the use of rating scales does not require respondents to
make trade-off decisions between attributes (Green and
Srinivasan 1990). Nevertheless, self-explicated ap-
proaches have been frequently used and results show a
surprising robustness compared to common conjoint
analysis approaches (Srinivasan and Park 1997). More-
over, such compositional methods enable researchers to
assess many attributes, while common conjoint analysis
approaches are limited to six or eight attributes (see be-
low). The ability to consider many attributes is increas-
ingly important for market research practices since prod-
ucts and services are becoming more and more complex
and consumers have become more informed than ever
(Netzer and Srinivasan 2011).

Drawing on the criticism that self-explicated approaches
do not explicitly consider trade-offs between attributes,
Netzer and Srinivasan (2011) proposed an Adaptive
Self-Explicated approach (ASE). In the first step, re-
spondents are asked to evaluate the attribute levels’ de-
sirability on an 11-point rating scale (0 = ‘not at all desir-
able’ and 10 = ‘extremely desirable’). However, the attri-
butes in the second step are not evaluated using rating
scales. Instead, Netzer and Srinivasan (2011) proposed
the use of a constant-sum scale that forces decision mak-
ers to engage in trade-offs. Because evaluating attributes
using constant-sum scales is cognitively demanding and
might overwhelm respondents, the process of constant-
sum evaluations across all attributes is broken down into
constant-sum allocations between attribute pairs. As a
consequence, applying the approach increases the num-
ber of pairwise comparisons for the respondent.

To reduce this number, researchers first ask respondents
to rank the attributes in terms of importance. Thus, in the
second stage, the number of pairwise comparisons is re-
duced by asking respondents to rank attributes before
conducting the comparisons. In the third stage, respon-
dents then allocate the 100 points using a sliding bar.
Thus, constant-sum evaluations are adapted to respon-
dents’ rankings. In total, three constant-sum questions
are constructed that comprise the most and least impor-

tant attributes and those in the middle. Then, importance
weights are computed for these attributes and interpolat-
ed to obtain an importance score for the remaining attri-
butes.

Netzer and Srinivasan (2011) compared ASE to a
weighted self-explicated approach and CBC using state-
of-the-art estimation techniques (e. g. hierarchical Bayes
and fast polyhedral conjoint) as well as Adaptive Con-
joint Analysis. Based on two empirical studies, they
demonstrated that ASE offered reasonable utility esti-
mates and improved the predictive validity (see below).

ASE, however, is based on the assumption that the initial
ranking tasks provide reliable information on attribute
importances. Errors at this early stage might negatively
affect the validity of the preference measurement results.
Therefore, Schlereth et al. (2014) proposed a pre-sorted
adaptive self-explication approach that includes a rating
task preceding the ranking. This initial rating of attribute
importance should ease the subsequent ranking. On the
basis of the two empirical studies, Schlereth et al. (2014)
demonstrated that his extension reduces the cognitive
burden of the entire evaluation task and increases the
predictive validity of the approach.

The major benefit of all self-explicated techniques is that
they enable researchers to consider a higher number of
attributes than standard conjoint analytic approaches.
Tab. 2 presents the most common self-explicated ap-
proaches. All recent approaches are structurally based on
Srinivasan (1988). The reader is referred to Schlereth et
al. (2014) for an extensive overview of self-explicated
approaches.

Other studies have tested the applicability of the Analyt-
ic Hierarchy Process (AHP) and shown that it could
outperform conjoint analytic approaches even in moder-
ately complex decision contexts. For example, Scholl et
al. (2005) demonstrated that AHP outperforms tradition-
al conjoint analysis when assessing an evaluation task
described by six attributes. Helm et al. (2008) showed
that a traditional conjoint analysis seems more suitable
for simple decision contexts (consisting of four attribu-
tes), while AHP is preferable for more complex evalua-
tion tasks.

Scholz et al. (2010) proposed the Pairwise Compari-
son-based Preference Measurement (PCPM) approach
which is based on AHP. The authors found that PCPM
outperformed an Adaptive Conjoint Analysis (ACA; de-
scribed below) and a weighted self-explicated approach
for highly complex products (conducting two studies,
they assessed 10 and 15 attributes). The PCPM approach
was further extended by Meißner et al. (2011), who sug-
gested an algorithm that adaptively selects pairwise com-
parisons on the basis of a respondent’s previous answers
to increase the approach’s efficiency.

Finally, Max-Diff Scaling is a relatively new approach
to assess consumers’ preferences as long as researchers
are only interested in obtaining attribute importance
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Price Top speed (MPH) 

 130 100 70 

2,500 USD 1 2 5

4,000 USD 3 4 6

6,000 USD 7 6 9

Tab. 3: Example for trade-off matrix (Johnson 1974)

weights. Within a max-diff scaling (also known as maxi-
mum difference scaling or a version of Best-Worst Scal-
ing), a list of items is defined and then subsets (choice
sets) are created. Within the survey, respondents are
asked to identify the most (best) and least (worst) impor-
tant item from each subset that are sequentially present-
ed. This data enables researchers to compute importance
weights for each item (attribute). Max-Diff Scaling en-
ables researchers to assess more attributes compared to
conjoint-analytic approaches. Moreover, identifying the
least and most relevant item from a subset of attributes
requires little cognitive effort (Louviere 1991; Sawtooth
Software 2013a).

The restricted-click-stream analysis is based on the
general idea of information display boards (such as mou-
selab). Within these approaches, products are presented
to respondents, however, their respective attribute levels
are covered. Respondents can click on the respective
fields to reveal a product’s feature and then select the
preferred alternative. This idea of a mouselab experiment
is adapted to gain insight into the attributes’ perceived
importance by adjusting two key characteristics. First,
any feature that was uncovered by a respondent remains
visible and second, the number of features that respon-
dents can uncover in each choice set is restricted. Thus
respondents need to deliberately decide on the attribute
for which they need more information before making a
choice. Schlereth and Schulz (2014) compare importance
weights derived from conjoint analysis with those from a
restricted-click-stream analysis and demonstrate that the
attention that respondents pay to a certain attribute is a
feasible proxy to assess its importance.

4.2. Decompositional Approaches

A common characteristic of compositional approaches is
that they directly survey respondents’ evaluations of at-
tributes and their respective levels. In addition, they are
less cognitively demanding and enable researchers to as-
sess a higher number of attributes and levels. However,
they are used less often than decompositional approaches
such as conjoint-analysis, whose tasks allow a more real-
istic presentation of the stimuli. As noted, conjoint analy-
sis asks respondents to evaluate multi-attribute alterna-
tives and then decomposes these product evaluations to
estimate the levels’ part-worth utilities.

The two types of conjoint analytic approaches that are
frequently used are traditional conjoint analysis and
CBC.

4.2.1. Traditional Conjoint Analysis

Conjoint analysis was first introduced by Green and Rao
(1971) in the field of marketing and based on an idea
published earlier by Luce and Tukey (1964). This first
version of conjoint analysis presented respondents with
27 product profiles that were described by all respective
levels (full profile approach). They were then asked to
define four piles of cards (poor, fair, good and excellent).

Within each pile, respondents sorted all products from
the worst to best. Using this rank order, Green and Rao
(1971) then computed part-worth utilities for all levels.

Three years later, Johnson (1974) published a similar ap-
proach drawing on trade-off matrices. In this approach,
respondents were not required to evaluate complete
products but attribute pairs, and thus, it is known as a
partial-profile approach. Tab. 3 provides an example
for such a trade-off matrix based on a ranking. In this
small data example, the respondent prefers a car at the
lowest price (2,500 USD) and the highest speed (130
MPH); this alternative ranked first. Similarly, the car that
ranked second had the lowest price (2,500 USD) and a
medium top speed (100 MPH).

Trade-off matrices are easier to answer than full profile
approaches since they limit the decision task to attribute
pairs. However, evaluating whole multi-attribute alterna-
tives is more realistic. As a result, trade-off matrices
have little relevance in marketing research practice,
whereas full-profile approaches have become wide-
spread in research and practice (Green and Srinivasan
1978; Johnson 2001; Oppewal et al. 1994).

The literature contains various traditional conjoint analy-
ses, which differ by the scales used. Traditional conjoint-
analysis can be based on a rating, ranking or dollar met-
rics. Moreover, market researchers may present all stim-
uli simultaneously, separately or in pairs. Presenting all
products simultaneously may overwhelm respondents
and evoke the use of simplifying decision rules.

Thus, researchers have argued that the paired comparisons
of product profiles ease decision making (Johnson 2001).
Two types of paired comparisons have been commonly
used. Dichotomous paired-comparisons ask respondents
to select the preferred alternative within each choice set,
although these approaches survey little information.
Therefore, conjoint approaches based on paired compari-
sons commonly rely on graded paired comparisons, that
is, respondents not only state their preferred alternative
but also indicate preference strength on a rating scale.
While paired comparisons ease decision making, they re-
quire numerous more evaluations compared to conjoint
analysis approaches that simultaneously present all stimu-
li (for the development of experimental designs, see Green
and Devita 1974; Hausruckinger and Herker 1992)

As noted, the number of alternatives that can be consid-
ered in a conjoint analysis is rather limited. Green et al.
(1972), therefore, proposed to split all attributes into sub-
groups (partial profile design). Respondents were told
that the attributes excluded from a subset do not differ in
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their respective levels and thus, do not influence evalua-
tions. Oppewal et al. (1994) extended this idea of partial
profile designs and proposed a Bridging Conjoint Anal-
ysis. Similar to Green et al. (1972), the total number of
attributes is split into different sub-designs; however, one
attribute (bridging attribute) is used in all sub-sets. The
part-worth utilities of the remaining attributes are then
scaled with respect to the bridging attribute to increase
the comparability of estimates across attribute sub-sets.
Such partial-profile designs seem beneficial since they
enable researchers to assess a higher number of attributes
without requiring respondents to consider them simulta-
neously. However, the approach is rarely used when con-
ducting a traditional conjoint analysis because it in-
creases the number of evaluations. Thus, while partial
profiles might be less relevant for traditional conjoint ap-
proaches, similar ideas are common for CBC and are
presented below.

Traditional conjoint analysis does not provide informa-
tion on whether the conjoint stimuli, that is, the products
being evaluated by respondents, are acceptable from the
respondents’ perspective. Voeth and Hahn (1998), there-
fore, proposed a Limit Conjoint Analysis. In the first
step, respondents are asked to rank all stimuli of a tradi-
tional conjoint analysis. In the second step, respondents
must then add a limit card that denotes the point that sep-
arates acceptable and non-acceptable alternatives. This
information can be used when conducting market simu-
lations, that is, non-acceptable alternatives have a 0 %
choice probability.

The estimation technique used to estimate part-worth
utilities depends on the scale used. Data surveyed on the
basis of rankings can be assessed using MONANOVA or
LINMAP. OLS regression is used for rating data (Green
and Srinivasan 1978).

4.2.2. Choice-based Conjoint Analysis

The development of the CBC represents another impor-
tant milestone in the history of conjoint analysis. The use
of discrete choices was proposed by Louviere and Wood-
worth (1983). Instead of ranking or rating product alter-
natives, respondents are asked to choose the preferred al-
ternative from sets of alternatives, the so-called ‘choice
sets’. Choice designs commonly comprise up to 12
choice tasks, each with 2–7 alternatives (Johnson and Or-
me 2007; Orme 2013). In its core, CBC combines Green
and Rao’s (1971) idea of using systematic experimental
designs to reduce the number of product evaluations and
McFadden’s multinomial logistic regression that relates
utilities to choice probabilities (MNL; McFadden 1976).
CBC is the most often applied type of conjoint analysis
(Orme 2013).

CBC has several advantages but it also has disadvantages
compared to a traditional conjoint analysis. First, asking
respondents to choose the preferred alternative is often
assumed to better resemble decisions consumers make in
the marketplace. Moreover, choosing is often perceived

as less cognitively demanding than asking respondents to
rate or rank alternatives. Rating scales are often inter-
preted differently by various respondents, while choices
are unambiguous. Furthermore, within CBC the experi-
mental design is pooled across respondents. This enables
researchers to use more flexible experimental designs
(e. g., consider interaction effects). Finally, CBC allows
researchers to include a ‘none’ option that enables them
to predict product acceptance. Previous research sug-
gests that even simple aggregate CBC models seem to
provide reasonable market share predictions (Chapman
et al. 2009; Louviere and Woodworth 1983; Natter and
Feurstein 2002). Natter and Feurstein (2002), therefore,
argue that more advanced estimation techniques might
not always be beneficial.

However, numerous other studies have demonstrated that
traditional conjoint analysis approaches (Benbenisty
1983; Tscheulin 1991) and even approaches based on di-
rect evaluations (Netzer and Srinivasan 2011; Srinivasan
and deMaCarty 1999) can predict real consumer behav-
iour surprisingly well. Different conjoint analysis ap-
proaches can yield similar performance and even simple
approaches might be reasonable (Kamakura and Ozer
2000). There are even numerous studies that demonstrate
CBC’s weak ability to predict real choices (e. g., Brzoska
2003; Drechsler et al. 2013; Fine 2009; Johnson and Am-
rose 2009; Schlag 2008). For example, Schlag (2008)
compared the external validity (ability to predict consu-
mers’ real willingness to pay for a product) of a tradition-
al conjoint analysis and a CBC using two research ob-
jects. He noted that external validity was poor for both
conjoint analysis types, although all his studies present
high internal validity.

The most obvious disadvantage of CBC is that choices
only capture information on the preferred alternative and
not evaluations of the remaining alternatives in a choice
set; for example, there is no information on the rank or-
der of the remaining alternatives or strength of prefer-
ence. Thus, CBC surveys less information.

Fast polyhedral adaptive conjoint analysis approaches
aim at addressing this problem and improving CBC by
dynamically adjusting the choice sets surveyed (Toubia
et al. 2003). Alternatives are created in a way to avoid
dominated or dominating alternatives by rendering the
stimuli as similar as possible in their likelihood of being
chosen (Huber and Zwerina 1996; for applications, see
also, for example, Johnson et al. 2003; Johnson et al.
2004). However, these approaches assume that people
make consistent and compensatory decisions, which is
not always true. As a result, these experimental designs
may not be more efficient (Eggers and Sattler 2011).

Following data collection, the part-worth utilities can be
estimated at an aggregate level using McFadden’s multi-
nomial logistic regression, at target group level by apply-
ing a latent class analysis or at individual level adopting
a hierarchical Bayes approach. These estimation tech-
niques are described in Elshiewy et al. (2017).
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Other studies have suggested employing estimation tech-
niques based on machine learning, such as support vector
machine algorithms, to better account for non-compensa-
tory decision behaviour (Cui and Curry 2005; Evgeniou
et al. 2005). For example, Evgeniou et al. (2005) demon-
strated that support vector machine algorithms handle
noise better than other benchmark estimation techniques
such as logistic regressions, hierarchical Bayes and fast
polyhedral methods.

4.3. Hybrid Approaches

Researchers commonly struggle with two major chal-
lenges. First, unacceptable levels that may make the pref-
erence measurement results less reliable and second, re-
searchers may need to consider more attributes and lev-
els than traditional or CBC approaches can handle.

Hybrid approaches aim at handling these problems by
surveying consumer preferences directly (and also en-
ables researchers to directly identify unacceptable levels,
preferred levels and attribute importance weights) and
accordingly, using this data to individualize conjoint
analysis. In other words, hybrid approaches commonly
adopt a compositional first step and then use this data to,
for example, develop an experimental design for conjoint
analysis that focuses on the most important attributes
(Johnson 2001). The two most commonly used hybrid
approaches are the Adaptive Conjoint Analysis (ACA)
that is based on a traditional conjoint analysis and the
Adaptive Choice Based Conjoint Analysis (ACBC).

ACA is concerned with identifying the most important
attributes from a set of attributes at the individual level.
In the first step, respondents are asked to evaluate the
levels and attributes on the basis of a weighted self-expli-
cated approach (see above). The attributes which are
most important for the respondent are then included in
the subsequent conjoint analysis task. Here, respondents
evaluate pairs of alternatives using a rating scale. These
paired comparisons are adjusted to the results from the
first compositional step and the experimental design of
the conjoint task is adjusted to previous evaluations in
the conjoint task. Similar to the previously mentioned
fast polyhedral conjoint designs, ACA seeks a utility bal-
ance to survey respondents’ preferences more efficiently.
When estimating part-worth utilities, ACA combines re-
spondents’ answers from both steps. ACA’s main benefit
is the number of attributes that can be considered: while
common ACA studies include 15 attributes, it can handle
up to 30 (Orme 2013; Sawtooth Software 2007).

ACBC aims at identifying levels that are relevant from a
respondent’s perspective. These levels are then surveyed
in the subsequent CBC task. Thus, ACBC’s primary goal
is not to handle a larger number of attributes, but to im-
prove the input quality of the answers by integrating sev-
eral additional tasks aimed at identifying the individual’s
evoked set that comprises the acceptable product levels.
In the first step, the respondent can define an ‘ideal’
product in a configurator-like ‘build your own’ task.

Then, using the answers, several alternatives are con-
structed in a second ‘screener section’. Here, the respon-
dent evaluates the acceptability of several alternatives. If
a consumer always rejects an alternative which includes
a specific level (or only accepts products with a specific
level), these levels are directly evaluated. The respondent
is asked to evaluate whether a specific level is unaccept-
able (or a must-have level). In the default setting, the re-
spondent can define up to five levels as unacceptable and
four as must-haves. Respondent’s answers from all steps
are used in estimating part-worth utilities. Since ACBC
surveys more information at individual level, its esti-
mates are assumed to be more stable than CBC part-
worth utilities (Sawtooth Software 2009).

Previous research suggests that respondents perceived
ACBC questionnaires to be more engaging and both the
questionnaires and products to be more realistic (since
ACBC individualizes its levels). Moreover, sample size
requirements are lower since ACBC surveys more infor-
mation. However, part-worth utilities were similar to
CBC results (Orme 2013).

5. Definition of Attribute Sets for Preference
Measurement

An attribute set comprises all attributes and their respec-
tive levels to be assessed within preference measure-
ment. Previous research suggests that many conjoint
analysis studies include attributes and levels that do not
significantly influence consumer preferences (Louviere
et al. 2005). Many researchers, therefore, believe that the
definition of an appropriate attribute set is one of the
most (Weiber and Mühlhaus 2009), if not the most, im-
portant step when measuring preferences. However,
most scholars pay little attention to this step. Thus, many
researchers believe that their colleagues should put more
effort into the selection of an appropriate attribute set
(Bradlow 2005; Helm et al. 2004; Keeney and Gregory
2005; Lee and Bradlow 2011; Lilien et al. 2013; Louvie-
re et al. 2005; Wittink et al. 1982). According to Orme
(2013). Researchers should consider the following re-
quirements when defining an attribute set:

) attribute levels must be mutually exclusive

) there should be no interaction effects between attribute
levels when conducting a traditional conjoint analysis

) attributes and levels must be understandable, concrete
and unambiguously interpretable

) attributes must be important and attribute levels must
be relevant and acceptable

Mutually exclusive indicates that an alternative can only
comprise one level of each attribute. For example, imag-
ine the attribute ‘add-on features’ for laptops has the lev-
els ‘no add-ons’, ‘docking station’ and ‘digital pen’.
These attribute levels are not mutually exclusive because
the market also consists of laptops that have a docking
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station and digital pen (e. g., the Microsoft Surface lap-
tops). In this case, researchers would be unable to com-
pute the total utility of a laptop that has both features.
Thus, it is necessary to include these levels as separate
attributes, each described by two levels (yes/no), or ex-
tend the number of levels in the above example by add-
ing the level ‘docking station and digital pen’. By doing
so, the attribute would cover all possible level combina-
tions, as suggested by Orme (2013).

Experimental designs for traditional conjoint analysis ap-
proaches often focus on estimating the main effects.
Thus, potential interactions effects cannot be consid-
ered. Interaction effects are relevant if the level of one at-
tribute influences consumer preferences for a level of an-
other attribute. Assume, for example, that a consumer
prefers a car that is ‘grey’ in colour. However, when
thinking about a Ferrari sports car, he/she might prefer
the colour red. Thus, the brand influences preferences for
the colour attribute. Specific experimental designs en-
able researchers to estimate a priori known interaction
effects (e. g., Carmone and Green 1981; Green and Srini-
vasan 1990). Alternatively, researchers can define ‘com-
pound attributes’ to handle potential interaction effects
for a traditional conjoint analysis. For example, rather
than having brand and colour as separate attributes, one
can combine them (e. g., ‘red Ferrari’, ‘grey Ferrari’,
‘red Audi’ or ‘grey Audi’; Green and Srinivasan 1990).

An advantage of using CBC is that it can handle interac-
tion effects because it pools an entire experimental de-
sign across all respondents. Market researchers are thus
also able to identify interaction effects post hoc, that is,
after conducting a study. However, CBC is based on
choices instead of more informative rankings or ratings,
and compared to traditional approaches, it requires a
higher number of respondents to derive stable estimates.
This need to survey more respondents is even higher
when expecting potential interaction effects for two rea-
sons. First, a greater number of parameters must be esti-
mated and second, a sufficient number of observations
with specific level combinations are needed that poten-
tially cause the interaction effect. Surveying an insuffi-
cient number of respondents may result in unstable and
implausible interaction effects.

Attributes and levels must also be understandable, con-
crete and unambiguously interpretable; for example, at-
tribute levels such as ‘very expensive laptop’ or ‘weight
is 1–2 kilos’ are likely to be interpreted ambiguously,
which leads to imprecise results and unreliable part-
worth utilities. Researcher should thus, use concrete val-
ues such as ‘price is 1,600 EUR’, ‘weight is 1.2 kilos’
(Keeney and Gregory 2005; Orme 2013). Market re-
searchers should also ensure that all respondents inter-
pret the given information in the same way. It is, there-
fore, important to express attributes and levels in con-
sumer-speak (see below).

If unsure that respondents understand attributes and their
levels, researchers should explain them on additional

screens before the preference measurement task. Attribu-
tes that are difficult to describe using text, such as prod-
uct designs, can be presented using images, films, multi-
media presentations, virtual reality or real product proto-
types (Dahan and Srinivasan 2000; Ernst and Sattler
2000; Green and Srinivasan 1990; Jasper 2015; Loos-
schilder et al. 1995; Orme 2013; Stadie 1998).

Finally, levels must be acceptable and attributes impor-
tant for decision making. Conjoint analysis approaches
should avoid unacceptable attribute levels because their
existence would violate the assumption of a linear addi-
tive utility model (see above). As noted above, some
methods (ACBC and the conjunctive compensatory self-
explicated approach) enable researchers to identify unac-
ceptable levels. This information is then used to avoid bi-
ased estimates.

Moreover, attributes should be important and its levels
relevant since respondents would otherwise simply ig-
nore them or apply non-compensatory decision rules that
could bias part-worth utilities. When identifying impor-
tant attributes, it is essential to remember that conjoint
analysis is based on the fundamental assumption that an
attribute’s importance is determined by the range of its
respective levels relative to those of all other attributes
(see Equation 2). For example, the price of a product
may not have any importance, per se, and might be
completely irrelevant if all available alternatives have
identical prices. However, the broader the bandwidth of
the attribute levels (i. e., difference between minimal and
maximal price), the more important an attribute (Cattin
and Wittink 1982; Goodwin and Wright 2000; Orme
2013; Steiner et al. 2016; Wilkie and Pessemier 1973).
Thus, the importance of an attribute cannot be assessed
without considering its respective levels.

Methods to determine potentially important attributes
can be assigned to three groups: (i) approaches not based
on a pre-study (ii) approaches based on qualitative pre-
studies and (iii) approaches based on quantitative pre-
studies.

First, methods that are not based on any pre-study share
the advantages that attribute sets can be easily and quick-
ly defined. As noted, the attribute set could simply be
based on researchers or managers’ instincts (Cattin and
Wittink 1982). However, such an approach may only
confirm or refute experts’ extant beliefs. Further, it will
provide limited new insight from a consumer perspective
and important attributes or levels may be neglected (Gib-
son and Marder, 2002; Lee and Bradlow, 2011). Alterna-
tively, market researchers could use an attribute set deter-
mined in a previous study or rely on secondary data such
as advertising leaflets, websites or product reviews.

The quality of the resulting attribute set is not necessarily
inferior. For example, in the case of managers, the result-
ing quality heavily depends on the experts’ knowledge.
Such an approach, however, does not guarantee that re-
spondents understand the attributes and level descripti-
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ons (Louviere 1988; for an extensive discussion of these
approaches, see Steiner et al. 2016).

Second, qualitative pre-studies can also be used to define
attributes for preference measurement. Qualitative meth-
ods include process tracking (i. e., respondents describe
how they made a decision), projective methods (e. g.,
laddering interviews), in-depth personal interviews, the
elicitation technique (‘name all attributes that come to
mind when thinking of buying a ...’) and focus groups
(Adamowicz et al. 2008; Cattin and Wittink 1982). Qual-
itative methods provide deeper insight into reasons un-
derpinning decision making and how people come to a
decision. However, the number of respondents surveyed
is often too small to make predictions about attributes
relevant to a specific market. Qualitative interviews,
thus, may represent the first step to identifying attributes
since qualitative studies do not generate results that are
representative for the target population (Adamowicz et
al. 2008; Steiner et al. 2016).

Third, quantitative methods include approaches such as
repertory-grid, direct ratings and dual questioning. The
repertory-grid technique aims at revealing similarities
and dissimilarities between products. However, previous
research has demonstrated that the attributes used to
make judgements on similarities or dissimilarities are not
identical to those used when deciding between options
(Lefkoff-Hagius and Mason 1993). The direct rating of
attributes (‘please rate the importance of the following
attributes’) and dual questioning (respondents are not on-
ly asked to rate the importance but also to assess the per-
ceived distinctiveness of attributes) do not survey infor-
mation on levels that respondents considered when eval-
uating the attributes. Such evaluations of attribute impor-
tance weights without surveying the respective levels
cannot be used to explain decision making (Goodwin and
Wright 2000; Wilkie and Pessemier 1973).

In sum, none of the currently applied methods was devel-
oped to define a reasonable attribute set for conjoint
analysis. In addition, no method describes the attributes
on the basis of its levels. Thus, there is scope for method-
ological developments.

After defining a (long) list of potentially important attri-
butes, researchers must define the number of attributes
that respondents need to evaluate in a conjoint-analysis
task. On the one hand, considering few attributes leads to
less reliable results since respondents are likely to infer
missing information from other attributes; for example,
they may infer missing quality information from a brand
attribute (Islam et al. 2007). Similarly, Gibson (2001)
suggests that ‘all the attributes and levels that could af-
fect choice should be included’ (p. 18) in preference
measurement. Thus, the number of attributes should not
be too small. On the other hand, conjoint analysis asks
respondents to simultaneously consider all attributes. Re-
spondents are more likely to use non-compensatory deci-
sion rules (e. g., by simply ignoring attributes) when be-
ing asked to evaluate alternatives that are described using

too many attributes. As a result, the utility estimates will
be less reliable (Green and Srinivasan 1978).

Therefore, researchers often suggest limiting the number
of attributes to a maximum of six (Lilien et al. 2013) or
in certain cases, eight (Orme 2013). However, research-
ers conducting conjoint studies should also consider re-
spondents’ expertise and involvement with the research
object. Fewer attributes should be considered if respon-
dents’ have limited expertise on the research object since
the perceived complexity of the product will be high and
respondents are more likely to use simplification strate-
gies (Lines and Denstadli 2004; McCullough 2002; Pay-
ne et al. 1999). Researcher can reduce this perceived
complexity by using illustrative figures (see above) or
keeping the attribute and level descriptions in the con-
joint tasks as brief as possible. This enables researchers
to survey a higher number of attributes (Orme 2013).
Moreover, fewer attributes should be assessed if respon-
dents are less involved with the product category since
this will increase the probability of them using simplify-
ing decision rules when assessing many attributes (Curry
1997; Lines and Denstadli 2004). Thus, a pre-study on
respondents’ expertise and involvement can help define a
reasonable number of attributes.

A common practice among researchers and managers is
to define the attribute levels after selecting the attributes
to be used in their conjoint study. In this case, a key ques-
tion is how researchers select appropriate levels. Some
researchers suggest that the levels cover a typical range
of levels (Eggers and Sattler 2011). Lilien et al. (2013)
suggested that attribute levels should cover extreme val-
ues in the relevant market. Similarly, Orme (2013) pro-
posed that ‘attribute levels should cover the full range of
possibilities for relevant existing products as well as
products that may not yet exist, but that you want to in-
vestigate’ (p. 54).

However, including a bandwidth of levels that is too
wide increases the risk of including unacceptable levels
(see above). Some approaches enable researchers to
identify unacceptable levels at an individual level before
or during the preference measurement task and unaccept-
able levels can then be excluded (see above). These ap-
proaches aim at inferring respondents’ decision strate-
gies from their responses and then appropriately adjust
the range of levels for the attributes. Other researchers
suggested avoiding unacceptable levels at the outset to
avoid as many unnecessary evaluations as possible. For
example, Urban and Hauser (1980) suggested that if ‘you
ask consumers to evaluate products ... and you want
these answers to be relevant, you must limit your ques-
tions to the evoked set’ (p. 178).

Steiner et al. (2016) therefore, proposed an approach
aimed at avoiding major problems in current approaches
to defining attribute sets. Respondents begin with a
warm-up task, in which they are asked to inform them-
selves about the alternatives currently on the market and
asked to focus on those they are willing to buy (evoked
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set). Next, the respondents are asked to name the prod-
ucts that seem acceptable and describe them on the basis
of these attributes and levels they would consider to
make a final decision. The resulting number of potential
levels can be high. Researchers could, therefore, skip
rarely mentioned levels. The emerging attribute set is
then evaluated using a simplified self-explicated ap-
proach (see above). The result is a list of commonly used
levels and attributes importance weights determined
from the respective levels. Moreover, the approach uses
the wordings consumers commonly apply when choos-
ing a product and thus, respondents can more easily un-
derstand the resulting attribute set. In summary, this ap-
proach combines a qualitative and quantitative step and
requires researchers to conduct two pre-studies, render-
ing it considerably more time-consuming than one-step
qualitative or quantitative pre-tests.

Another alternative approach to define attribute sets was
recently proposed by Rex Yuxing et al. (2015). The au-
thors suggested using product related search keywords
from Google Trends to determine important attributes.
Their empirical findings revealed that search keywords
are reasonable indicators of attributes’ importance in
consumers’ decision-making processes. In addition, they
recommended using the search keywords to identify rele-
vant attribute levels. For example, a search for specific
brand names provides information on brands that are
most popular among consumers.

Finally, market researchers must decide on the number of
levels to describe each attribute. Researchers are often
tempted to use a large number of levels to, for example,
better understand the non-linear effects of product price
(e. g. price thresholds).

However, when applying a traditional conjoint analysis,
the number of levels and attributes influence how many
alternatives a respondent needs to evaluate. Therefore,
researchers must limit the number of levels to avoid re-
spondent fatigue. CBC pools the experimental design
across respondents, making it possible to survey a higher
number of levels. However, increasing the number of
levels reduces the number of observations for each level.
As a result, a researcher must either increase the sample
size, which increases costs (Orme 2013), or accept that
the utility estimates will be less precise and include more
noise.

Many researchers have suggested selecting between two
and five levels for each attribute. For quantitative levels,
such as price, a researcher may interpolate between lev-
els (Lilien et al. 2013; Orme 2013). The literature also
suggests using equally spaced levels (e. g., price levels
such as 1.49 EUR, 1.99 EUR, 2.49 EUR) when defining
quantitative attribute levels such as price (Darmon and
Rouziès 1989; Huber et al. 1992). Moreover, researchers
should consider potential biases if the attributes differ by
the number of levels. For example, Currim et al. (1981)
found that respondents pay more attention to attributes
with a higher number of levels. Thus, the higher the

number of levels, the greater the importance assigned to
the attribute. This effect is known as the number-of-lev-
els effect.

Therefore, market researchers should attempt to even the
number of levels across all attributes (Orme 2013; Wit-
tink et al. 1982). However, using the same number of
levels for every attribute might also make the preference
measurement less realistic because important levels
might be missing in the preference measurement design
(Wittink et al. 1989). Consequently, researchers using
conjoint analysis face a trade-off decision because they
want to describe the attributes using all potentially rele-
vant levels (e. g., include all important brands) as well as
avoid overestimating the importance of the attributes
with a higher number of levels.

6. Sample Selection, Explicating the Decision
Context and Warm-up Tasks

Before conducting a preference measurement study, mar-
ket researchers must decide how to select a sample. For
most products, the main goal of the sampling process is
to draw a sample which is representative of the target
population. Depending on the product, however, the goal
might also be to select consumers potentially interested
in buying the product or who have the required expertise
in the product category. Thus, when conducting a prefer-
ence measurement study for a new sports car, wealthy
consumers and consumers who currently own a sports
car of the brand in question should be over-represented
in the sample because how these potential buyers evalu-
ate its features is of particular interest.

The focus on potential buyers is important since, an im-
mediate need for a product or service is also likely to al-
ter the evaluation of the product features. Previous re-
search, for example, has suggested that respondents are
less risk averse and consider fewer attributes when the
choice is less imminent (Wright and Weitz 1977). More-
over, respondents that currently do not plan to buy a
product are likely to underestimate the importance of the
price (Bornemann and Homburg 2011).

For more complex products which involve currently un-
known features, respondents may need sufficient deliber-
ation time before their preferences can be reliably mea-
sured. It is, therefore, advisable to inform respondents
about the relevant attributes and features before measur-
ing preferences to anticipate the learning process from
the consumer perspective. Otherwise, respondents might
be unable to understand all attributes and benefits of the
respective levels. In addition, respondents should have
sufficient experience with the investigated product cate-
gory (American Marketing Association 1992; Huber et
al. 1971; Steiner 2007). If they do not, they are likely to
rely on fewer information cues and overweigh negative
levels (Wright and Kriewall 1980; Wright and Weitz
1977).
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Therefore, before actually measuring consumer prefer-
ences, (i) explicating the decision context and (ii) in-
cluding warm-up or practice tasks are common to help
respondents understand subsequent preference measure-
ment tasks:

(I) When explaining attributes and levels to the respon-
dents the goal is to give respondents some information
about the specific decision context. The description of
the decision situation is important because preferences
are often context-dependent. For example, preferences
differ depending on who will use the product (own pur-
chase vs. gift purchase) and where the product is pur-
chased (supermarket vs. specialty store).

Attribute and level descriptions can be provided using
text (Louviere 1988, Steiner 2007) or pictures and video
(Helm et al. 2012; Urban et al. 1996). Alternatively, re-
spondents could be asked to experience attribute levels’
benefits before measuring preferences. For example, Jas-
per (2015) used virtual reality so that respondents could
better understand the benefits of different car headlight
systems.

Information on attributes and its respective levels is of-
ten presented immediately before preference measure-
ment (e. g. Huber et al. 1993; Jaeger et al. 2001; Louvie-
re 1988; Steenkamp and Wittink 1994; Steiner 2007).
Some other researchers provide respondents with such
information few days before the measurement and ask
them to inform themselves about the benefits that the
levels evoke (Helm et al. 2012; Steiner 2007; Wright
and Kriewall 1980). Wright and Kriewall (1980) tested
the effect of such a procedure and observed that respon-
dents who received information few days before the
study provided better answers in the evaluation task
than those who did not, that is, the predictive validity
was higher.

In general, explicating attributes and levels helps re-
searchers reduce respondents’ uncertainty about the
meaning of attribute levels and enables mental simula-
tion (i. e., it helps decision makers imagine using the
products and predicting its benefits; Jaeger et al. 2001;
Wright and Kriewall 1980). Introducing attributes and
levels to respondents is particularly relevant in the case
of complex products with many attributes, but less rele-
vant in decision contexts in which they already have con-
siderable experience. For example, Jaeger et al. (2001)
assessed consumers’ preferences for apples (e. g., granny
smith or red delicious) and observed little influence of at-
tribute explication on predictive validity. Respondents in
this study were consumers who regularly bought apples,
that is, they already held stable preferences.

(II) Researchers frequently use warm-up tasks which
are indistinguishable from the conjoint tasks used for
utility estimation (Meißner et al. 2016). The main reason
for including warm-up evaluation tasks is they enable re-
spondents to practice trade-offs (Jaeger et al. 2001;
Meißner et al. 2016; Steenkamp and Wittink 1994).

Elrod et al. (1992) suggested systematically designing
the alternatives in such warm-up evaluation tasks. They
defined alternatives that were assumed to represent the
least, average and most preferred alternative, that is, re-
spondents should be made aware of the bandwidth of
levels assessed in a subsequent conjoint analysis. In ad-
dition, they recommended using an answering format
which differs from the choice context but prepares re-
spondents in making trade-off decisions. Jaeger et al.
(2001), for example, presented 10 alternatives and asked
respondents to categorize them into three groups (defi-
nitely buy, consider buying and would not buy) before
answering the main conjoint tasks.

7. Validity and Reliability

Reliability and validity measures are commonly applied
to evaluate the quality of preference measurement re-
sults. In the following sub-sections, we provide a brief
overview of the commonly used measures.

7.1. Reliability

A respondent’s reliability can be tested, for example, by
asking respondents to evaluate the same choice tasks
twice during a conjoint interview. Researchers use inter-
vening tasks to prevent respondents from noticing such
reliability checks. An alternative is asking respondents to
evaluate the stimuli in a second interview few days after
the initial interview is conducted. The test-retest reliabil-
ity denotes consistency between both evaluations (Green
and Srinivasan 1978).

7.2. Internal and Predictive Validity

Internal validity can be used to test the consistency of re-
spondents’ evaluations in the conjoint analysis task. The
use of a specific internal validity measure depends on the
estimation technique applied. For example, when esti-
mating part-worth utilities using a traditional conjoint
analysis and OLS regression, R2 provides a reasonable
measure for respondent consistency. Alternatively, Pear-
son’s correlation coefficients (for ratings-based evalua-
tions), Kendall’s Tau or Spearman’s correlation coeffi-
cients (rankings-based evaluations) can be used to com-
pare the observed with predicted preferences for the test-
ed stimuli (Green and Srinivasan 1978). When applying
CBC, the root likelihood value (RLH) can be used to as-
sess how well the estimates fit the data (Orme 2013).

The most dependable option to test the quality of a meth-
od’s estimates is to assess its ability to predict real
choices (see the section on external validity). However, it
is often impossible to survey real purchase decisions, and
therefore, market researchers commonly focus on predic-
tive validity as a surrogate. Predictive validity is ana-
lysed by including additional evaluation tasks in the
questionnaire that are used as a benchmark. Two types of
benchmark are common: hold-out tasks and reference
methods.
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Item References 
Amount of information, informa-
tion content  
       (1 = too less, 9 = sufficient) 

Day 1975; Smead et al. 1981; Bettman and Zins 1979; León 
1997; Steenkamp and Van Trijp 1997; Bottomley et al. 2000 

Degree of realism 
       (1 = low, 9 = high)  

Smead et al. 1981; Bettman and Zins 1979; Green and Sriniva-
san 1978; León 1997; Steenkamp and Van Trijp 1997 

Certainty when evaluating alter-
natives  
      (1 = low, 9 = high) 

Smead et al. 1981; Bettman and Zins 1979; León 1997; 
Bottomley et al. 2000 

Difficulty of evaluation 
       (1 = high, 9 = low) 

Day 1975; Smead et al. 1981; Bettman and Zins 1979; John-
son 1987; León 1997; Bottomley et al. 2000; Steenkamp and 
Van Trijp 1997 

Enjoyment  
      (1 = low, 9 = high) 

León 1997; Bottomley et al. 2000; Steenkamp and Van Trijp 
1997

Perceived diversity 
      (1 = boring, 9 = diversified) 

Green and Srinivasan 1978; Johnson 1987; Steenkamp and 
Van Trijp 1997 

Tab. 4: Frequently used applica-
bility measures

Hold-out tasks are evaluation tasks that are indistinguish-
able from the conjoint tasks but are not used when esti-
mating utilities (Orme et al. 1997). Reference methods
ask respondents to perform evaluation tasks differently
from those of conjoint tasks. Thus, reference methods
aim at assessing respondents’ consistency not only with
respect to a specific evaluation task type but also across
different task types (Steiner 2007). The alternatives used
in hold-out tasks and reference methods are often ran-
domly designed (Green et al. 1993; Orme et al.1997).

Market researcher can apply several hit rates to assess
how well the estimated part-worth utilities predict evalu-
ations in the hold-out tasks or reference method. The
most often used is the ‘first choice hit rate’ (HR1): it tests
how well part-worth utilities predict the preferred alter-
native in a given hold-out task. HR12 and HR123 indi-
cate how often the first and second or the first, second
and third alternative are correctly predicted when com-
paring the estimated total utilities with a reference meth-
od (Scholl et al. 2005).

Internal and predictive validity are important measures
that assess respondents’ consistency. For example, re-
searchers can use consistency measures to identify re-
spondents who randomly answered the conjoint tasks,
following highly inconsistent respondents can be re-
moved from the dataset. However, consistency measures
do not provide information on whether the additivity as-
sumption of the additive utility model is appropriate. For
example, respondents who focus on subset of attributes
while ignoring others (i. e., those applying a simplifying
decision rule) might give highly consistent answers. A
respondent might always choose an alternative with the
lowest price and thus is highly consistent in his/her an-
swers. However, the respondent’s answers provide little
insight how the respondent will trade-off attributes.

7.3. Applicability measures

Applicability measures are commonly used to obtain in-
formation on respondents’ subjective interview experi-
ence. It is important to consider respondents’ perceptions
of a preference measurement study because subjective
reactions may affect the data quality; in particular, nega-
tive perceptions are likely to induce biased estimates

(Day 1975; Bettman and Zins 1979; McDaniel et al.
1985).

Information on the perceived applicability of an evalua-
tion task tends to be surveyed directly after the prefer-
ence measurement, which is based on direct evaluations
using a rating scale (Smead et al. 1981). Tab. 4 presents
items used frequently to assess the applicability of alter-
native preference measurement approaches.

Amount of information does not refer to the absolute
number of information cues but to the ability of respon-
dents to choose an alternative that fits their needs. Thus,
it relates to the researcher’s definition of the attribute set,
which should allow consumers to select alternatives they
consider important (Day 1975; Bottomley et al. 2000).

Unrealistic stimuli (low degree of realism) should be
avoided to reduce respondent burden arising from unnec-
essary evaluations (Mehta et al. 1992). However, it is of-
ten impossible to avoid unrealistic alternatives (e. g.,
high-priced, low-quality cars) when creating experimen-
tal designs. Some studies indicate that unrealistic alterna-
tives might have little influence on predictive validity
(Moore and Holbrook 1990).

Certainty measures perceived confidence during the
evaluation of stimuli within a conjoint analysis. Per-
ceived difficulty assesses the cognitive effort required
when evaluating stimuli. Both constructs are related and
low certainty and high perceived difficulties are indica-
tors of the potential degree of respondents’ dependence
on simplifying decision rules (Hoeffler and Ariely 1999;
Thaler and Sunstein 2009; Spiegler 2011). Moreover, ap-
plicability measures often address items that are likely to
influence respondents’ motivation (enjoyment of evalua-
tion task and perceived diversity).

7.4. Face validity

Face validity assesses whether estimated part-worth utili-
ties ‘look right’ from a researcher’s perspective (Chur-
chill 1979), because researchers and experts will have a
priori expectations regarding part-worth utilities (Acito
and Jain 1980; Green and Srinivasan 1978; Scholl et al.
2005). For example, it is reasonable to assume that re-
spondents prefer lower prices over higher ones (if all
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Colour  Brand 

White   0  A     0 

Black 20  B –20 

Grey 40  C   20 

Red 10  D   10 

Tab. 5: Example dummy
coding of part-worth
utilities

other attribute levels of an alternative are equal). Obvi-
ously, it is not possible to test all attributes’ face validity
since there are often attributes without an unambiguous a
priori preference order for their levels (e. g., preference
for a specific colour). Market researchers need to focus
on attributes with a clear a priori ranking of their levels
to assess the face validity of the data.

8. Interpretation of Part-Worth Utilities

Conjoint analysis utility estimates are interval scaled.
Before interpreting the data, it is important to note that
the utility estimates do not include a ‘natural’ zero point,
which means rescaling each part-worth utility value will
not influence the results’ interpretation (we discuss ex-
ceptions below). This insight is important when inter-
preting utility estimates because the data might be coded
in different ways.

For traditional conjoint analysis approaches, dummy
coding is the most common coding approach. For exam-
ple, when applying a regression analysis to estimate part-
worth utilities, one level of each attribute is set to ‘0’. All
other estimated part-worth utilities can then be interpret-
ed in reference to this level.

Let us explore the following example which presents
part-worth utilities from a traditional conjoint analysis
estimated using a regression analysis (see Tab. 5). In re-
gression analysis, a constant term and attribute levels’
part-worth utilities are estimated (assume the constant
term is 100). The constant term includes the utility a re-
spondent derives from attribute levels not considered
within a conjoint task and all levels a researcher defines
as reference level (here, the colour white and brand A).
As a consequence, the part-worth utilities of the refer-
ence levels remain unknown. For example, with respect
to colour, we do not know the utility a consumer derives
from ‘white’.

The part-worth utilities for the remaining colours (black
and grey) represent the change in utility from the refer-
ence (white) to a respective level. For example, utility in-
creases from white to grey by 40 units. Thus, it is impor-
tant to note that these 40 units do not represent the total
utility of the colour grey. The total value of ‘grey’ would
be the sum of utility for ‘white’ (unknown) and part-
worth utility of ‘grey’. Similarly, part-worth utilities
from the ‘brand’ attribute indicate that the respondent
preferred brand C over A and brand B was the least pref-
erable brand. Here, utility increases by 40 units when
switching from brand B to C.

Thus, part-worth utilities provide information on the
change in utility induced by attribute levels. However,
they provide no insight on the total utility consumers de-
rive from a level. This is important since this implies that
researchers cannot simply compare part-worth utilities
between attributes. Thus, it would be wrong to imply, for
example, that brand C provides twice as much value
compared to the colour red. Moreover, researchers can-
not conclude that brand C provides a higher utility than
the colour red.

Another coding type commonly used with CBC is effects
coding. When applying effects coding, each attribute’s
part-worth utilities are scaled to sum to zero. Positive
values denote levels that were preferred, while negative
ones indicate less preferable levels. However, negative
values do not mean that the respective levels have no (or
a negative) value to the respondent. The negative values
are merely a result of the effects coding as the sum of an
attribute’s part-worth utilities must equal zero. Similar to
dummy coding, part-worth utilities do not provide infor-
mation on the absolute utility of a level but on an in-
crease or decrease caused by a certain level compared to
another level of the same attribute. Here as well, compar-
isons between attributes are not possible (Orme 2013).

As noted, a traditional conjoint analysis based on rat-
ings suffers from the possibility of respondents different-
ly interpreting rating scales. For example, some respon-
dents might avoid extreme points on rating scales. Stan-
dardizing such data aligns the scale across respondents
and enables researchers to aggregate the data (Sawtooth
Software 2009; Steiner 2007).

For a traditional conjoint analysis, Equation 3 represents
a common approach to standardizing part-worth utilities
that result from measurements with rating scales (several
other approaches can be applied as well; for an overview,
see Steiner 2007). Commonly, researcher scale part-
worth utilities and set the least preferred level to zero to
ease interpretation (see Equation 3; Green and Krieger
1991; Green et al. 2001; Johnson 1987). Equation 3 also
divides the respective part-worth utilities by the sum of
all part-worth utilities of all attributes. As a result, the
sum of all standardized part-worth utilities equals one for
all respondents.

β ijk
std =

β ijk + ⏐minβ ij⏐

j=1

J

Σ
kj=1

Kj

Σ (β ijk + ⏐minβ ij⏐)
(3)

As noted, for CBC, part-worth utilities are commonly ze-
ro-centred at the respondent level. For each attribute,
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 Total utility Exp. (total) Market Share 

Product 1   0,800 2,226 0,353 

Product 2   0,500 1,649 0,262 

Product 3 0,500 0,607 0,096 

None   0,600 1,822 0,289 

Sum  6,303 1 

Tab. 6: Market share
estimation for total
utilities based on CBC

part-worth utilities are scaled to sum to zero. Moreover,
across attributes, differences between most and least pre-
ferred levels average 100. Researchers that fear the mis-
interpretation of negative values by the management
could reset the least preferred level to zero (see denomi-
nator in Equation 3).

9. Market Simulations and External Validity

Part-worth utilities provide information on how desirable
attribute levels are. However, from a managerial perspec-
tive, predictions of consumers’ potential future behav-
iour are of greater interest. Market simulations provide
information on the relative share of respondents who pre-
fer predefined products in a certain competitive environ-
ment. They enable managers to test alternative market
scenarios. For example, managers can assess price-de-
mand curves, the impact of product adjustments, compet-
itive pressure between products and potential cannibali-
zation effects of line extensions (Green and Krieger
1988). Conducting a market simulation begins with de-
fining relevant products. Then, the total utility of these
products is computed at the individual or target group
level (Green and Krieger 1988). As described in Equa-
tion 1, the total product utility is the sum of its part-worth
utilities.

Researchers conducting a CBC may compare the total
utility value of products to that of the ‘none’ option. The
higher the difference between the total utility of an alter-
native and the utility of the ‘none’ option, the more likely
it is for respondents to accept the alternative. A product’s
total utility below the ‘none’ option’s value indicates that
respondents are more likely to not accept the offer.

CBC is based on choices, and thus, researchers can easily
apply the logit model to estimate market shares. Market
shares are predicted by simply exponentiating the total
utility of a product (Uim is the total utility of U with m
levels for respondent i) and then dividing this value by
the sum of all products’ exponentiated values and the
none option (see Equation 4 and Tab. 6 for an example;
Green and Krieger 1988; McFadden 1976; Sawtooth
Software 2013b).

Cim
prob =

exp(Uim)

m=1
MΣ exp(Uim)

(4)

Researchers that apply a traditional conjoint analysis
need to transform total product utilities into choices us-
ing common decision rules. In addition, researchers’ ap-
plying effects coding (see above) should first normalize
part-worth utilities. Normalizing the data is necessary
since applying effects coding may result in negative total
utilities (product 3 in Tab. 6) and as a result, market share
predictions would be negative. Data is often normalized
by assigning a zero to the least preferred level of each at-
tribute (Green and Krieger 1988; also see above).

Moreover, depending on the estimation technique used
(e. g. OLS regression), a researcher may also estimate a
constant term. This constant term must also be consid-
ered when computing the products’ total utility because
part-worth utilities only provide insight into the increase
in utility relative to a reference level (see above dummy
or effect coding). While some researchers ignore the con-
stant term (e. g. Lund et al. 1988), Green and Krieger
(1988) demonstrated the effect of (not) accounting for
the constant term (see below for an example).

As noted, researchers then need to select a decision rule
that converts utility values into choice probabilities. Two
types of rules are common: deterministic and probabilis-
tic rules. Deterministic rules assign a choice probability
of 100 % to a product, while all other alternatives are
chosen with a probability of 0 %. The total market share
then represents the share of decision makers who select-
ed the respective product.

The simplest decision rule is the ‘first choice’ rule (or
max utility rule). This rule assumes that a respondent
will always choose an alternative with the highest utility.
The first choice rule, thus, only considers the frequency
of preferring an alternative while ignoring the utilities of
all others. Moreover, the first choice rule assumes per-
fectly rational decision makers, that is, consumers will
choose an alternative with the highest utility with a prob-
ability of 100 %, even if the alternatives only differ
slightly in total utility value. However, in reality, humans
often behave differently and thus, do not always choose
products that have the highest utility. People make
choices with variability even when asked to select the
preferred alternative from identical choice sets (Huber
and Miller 1999). As a result, first choice models tend to
overestimate the market shares of preferred products
(Johnson and Orme 2003; Orme and Baker 2000). There-
fore, some researchers have suggested discontinuing the
use of the first choice model (Sawtooth Software 2003).
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      Market Share 

  Total utility Choice First Choice BTL Logit

   R1 R2 R3 R1 R2 R3   R1 R2 R3 Aggregated R1 R2 R3 Aggregated

Scenario 1                 

 Product 1 0.8 0.3 0.1 100% 0% 0% 33% 80% 27% 10% 39% 65% 38% 31% 44% 

Product 2 0.2 0.8 0.9 0% 100% 100% 67% 20% 73% 90% 61% 35% 62% 69% 56% 

                

Scenario 2                 

 Product 1 3.8 3.3 3.1 100% 0% 0% 33% 54% 46% 44% 48% 65% 38% 31% 44% 

Product 2 3.2 3.8 3.9 0% 100% 100% 67% 46% 54% 56% 52% 35% 62% 69% 56% 

                

Scenario 3                 

 Product 1 2.4 0.9 0.3 100% 0% 0% 33% 80% 27% 10% 39% 86% 18% 8% 37% 

Product 2 0.6 2.4 2.7 0% 100% 100% 67% 20% 73% 90% 61% 14% 82% 92% 63% 

Tab. 7: Market share estimation based on first choice, BTL and logit rules

Despite its potential problems, researchers commonly re-
ly on the first choice rule when testing a conjoint analy-
sis’ external validity and/or benchmarking alternative
preference measurement techniques (see, for example,
Chapman et al. 2009; Lund et al. 1988; Srinivasan and
deMaCarty 1999).

In contrast, probabilistic (share of utility) rules assign
choice probabilities to all alternatives. For example, the
BTL model (Bradley and Terry 1952; Luce 1959) as-
sumes that any option has some probability of being cho-
sen. Its most common version is identical to the share of
preference model (Orme and Baker 2000). The proba-
bility of an alternative m being chosen by respondent i is
the utility of m divided by that of all alternatives (see
Equation 5). Choice probabilities at the individual level
are then averaged across respondents to compute overall
market share values.

Cim
prob =

exp(Uim)

m=1
MΣ exp(Uim)

(5)

The logit rule described above can also be applied to
predict market shares for estimates using a traditional
conjoint analysis. The BTL and logit rule often result in
similar market share estimates (Green and Krieger
1988).

It is noteworthy that the BTL and logit rule are sensitive
to the approach used to standardize data. The example in
Tab. 7 presents the utilities of three respondents (R1, R2,
and R3). It is similar to that in Green and Krieger (1988)
and demonstrates certain potential effects of standardiz-
ing data (i. e. considering an additive or multiplicative
constant). Scenario 1 denotes a base scenario while in
scenario 2, a constant term of 3 is added to all utilities. In
scenario 3 all values are multiplied by 3. Market share
estimates based on the first choice rule are not influenced
by such changes since standardizing data does not alter
the rank of the preferred alternative. However, adding a
constant term impacts market share estimates for the
BTL rule. Adding a constant term reduces differences in
the total product utilities. As a result, differences in mar-
ket share estimates diminish. Adding a constant term
does not influence market share estimates that are based
on a logit rule. In contrast, multiplying all utility values

(scenario 3) does not influence BTL market share esti-
mates but heightens differences for market share esti-
mates derived by the logit rule. In summary, market re-
searchers’ methods of standardizing data influences mar-
ket share estimates for BTL and logit choice rules.

Moreover, both BTL and logit rules suffer from the
‘share inflation’ problem if similar products exist in the
market. A commonly cited example is the red bus/blue
bus problem. Imagine a market with two options, cars
and red busses, both of which have a market share of
50 %. Now assume that a new option, a blue bus, is intro-
duced. The logit and BTL rules predict that this new op-
tion (blue bus) will obtain an equal share as those of the
red bus and cars. As a result, the market share for busses
will be 67 % and those for cars will shrink to 33 %. Such
predictions are, however, unrealistic. It is more reason-
able to assume that introducing a new colour for busses
should not influence its market share, which should, re-
main close to 50 %. In other words, market share esti-
mates should be independent from irrelevant alterna-
tives (IIA problem). As noted, BTL and logit rules are
influenced by IIA, while this problem does not hold true
for the first choice rule (Huber and Miller 1999; Johnson
and Orme 2003; Orme and Baker 2000).

In summary, first choice rules seem unrealistic since they
assume ‘perfectly rational’ decision makers. For tradi-
tional conjoint analysis approaches, researchers may in-
fluence market share estimates for BTL and logit rules
depending on how they standardize data. Moreover, BTL
and logit rules suffer from IIA. However, in practice,
these biases can be avoided, to a certain extent, when us-
ing individual- or at least, group-level preference data.
However, there is no ‘gold standard’ rule when predict-
ing market shares. Researchers commonly apply differ-
ent approaches and select a method that produces share
estimates that fit real market shares. Moreover, market
shares can be ‘tuned’ to better represent real market
shares, for example, by using a multiplier, i. e., defining
a value with which all estimates are multiplied to better
reflect real market shares (Huber and Miller 1999; Saw-
tooth Software 2003). Alternatively, researchers can test
which rule best predicts hold-out sets and use this rule to
predict market share.
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All three types: the first choice rule, BTL rule, and the
logit rule are commonly applied in research and practice.
The randomized first-choice model (RFC) represents a
technique that, thus far, has been used less often. RFC is
based on the traditional first choice rule but accounts for
the fact that any consumer choice is, to a certain degree,
influenced by variability (by adding a random error). In
essence, RFC is based on repeated market share predic-
tions at the individual (or group) level while adding
product variation and attribute variation in all iterations.
Here, hundreds or thousands of iterations are drawn.
Market share estimates are then computed as an average
of all iterations.

RFC adds attribute variability (a random error to part-
worth utilities) since respondents may not always pay the
same attention to specific features (e. g., respondents
may pay more attention to selected features on certain
occasions and to price on some others). Moreover, add-
ing an identical random error to products that share the
same levels results in a stronger correlation and there-
fore, stronger competition. This avoids IIA biases (Huber
and Miller 1999; Orme 2013; Orme and Baker 2000).

Finally, preference measurement data can be used to de-
fine an ‘optimal’ product or product portfolios. These ap-
proaches do not only rely on preference data but also
consider costs and can be used to increase profitability
(for more details, see Sawtooth Software 2003).

Market researchers can also use estimates to evaluate the
external validity of preference measurement, that is, the
ability to predict real choice behaviour. To evaluate the
performance of preference measurement approaches, re-
searchers compare stated preferences with subsequent
real choices (Louviere and Timmermans 1992; Louviere
and Woodworth 1983; Tscheulin 1991; Krishnamurthi
1988; Srinivasan and Park 1997) or willingness to pay
(Brzoska 2003; Schlag 2008) at individual levels. All of
these studies are based on a within-subject design. Alter-
natively, other studies have assessed the ability to predict
market shares (Lund et al. 1988; Louviere and Timmer-
mans 1992; Louviere and Woodworth 1983; Natter and
Feurstein 2002; Parker and Srinivasan 1976). Thus, they
aim to provide insight on whether revealed purchase in-
tentions within surveys can be used to predict future mar-
ket success beyond the sample surveyed.

As noted, numerous studies have demonstrated the gen-
eral ability of common preference measurement ap-
proaches to predict real market behaviour, that is, prefer-
ence elicitation techniques can have a high external va-
lidity. The extant literature has also suggested that tradi-
tional conjoint analysis methods well predict real choices
(Benbenisty 1983; Krishnamurthi 1988; Parker and Sri-
nivasan 1976; Robinson 1980; Srinivasan and Park 1997;
Tscheulin 1991), while the same holds true for CBC
(Chapman et al. 2009; Louviere and Timmermans 1992;
Natter and Feurstein 2002). Chapman et al. (2009) com-
pared ACBC with CBC and observed similar predictions
with ACBC, revealing market share estimates that were

only slightly closer to reality. However, even simple
compensatory preference measurement approaches seem
to provide reasonable estimates (Srinivasan and Park
1997; Srinivasan and de MaCarty 1999).

With respect to specific estimation techniques, previous
research suggests that even simple aggregate models
seem to provide reasonable market share predictions and
that there is little difference between the methods applied
(Natter and Feurstein 2002). Natter and Feurstein (2002)
used CBC data; computed part-worth utilities using an
aggregate model, latent-class approach and a hierarchical
Bayes approach. They then compared market share pre-
dictions with real market shares. They concluded that
none of the three estimation techniques outperformed the
other and that all provided good estimates. Similar re-
sults were found for different estimation techniques used
to analyse data on the basis of traditional conjoint analy-
sis approaches (Kamakura and Ozer 2000; Vriens et al.
1996).

In summary, conjoint analysis and even simple ap-
proaches seem feasible methods to predict real choices.
However, sometimes they fail to do so. The reasons un-
derpinning potential differences between predicted and
real market behaviour are multifold. As noted in the pre-
vious sections, the selection of attributes, the experimen-
tal design, and the presentation format also influence
conjoint analysis estimates. For example, conjoint analy-
sis results can only reasonably predict real behaviour if
marketers considered all relevant attributes and their re-
spective levels in the study. Moreover, market simulators
are based on the assumption that only product features
(levels) and their respective prices influence product
choice. As such, market simulators do not consider the
potential effects of other marketing-mix elements. For
example, market simulators do not account for differ-
ences arising from distribution (e. g., limited availability
due to stock-outs, differences in sales force effective-
ness, ubiquity of product and market coverage) and com-
munication (differences in product or brand awareness).
Moreover, conjoint market simulations do not consider
different market-entry strategies (entering a market earli-
er or later influences sales; Sawtooth Software 2006).

Wong and Sheth (1985) proposed a framework that helps
explaining differences between intentions and actual be-
haviour. It considers four main dimensions: unexpected
events, personal characteristics, social environment, and
involvement. ‘Unexpected events’ refers to the influence
of the in-store choice environment on decision making.
For example, product unavailability (stock-outs), sales
promotions and other price changes and time pressure
might influence ultimate choices. Moreover, Wong and
Sheth (1985) suggested that the choice environment’s
impact is influenced by personal characteristics. For ex-
ample, certain people are less effective in self-regulating
their purchase behaviour and tend to engage more in im-
pulsive decision making. Impulsive decision making is
less predictable than deliberate choices; thus, the gap
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between choice predictions and real behaviour might be
higher. Social environment denotes the influence of oth-
ers on consumers’ decision making. For example, the
brand people buy as gifts might differ from one they
commonly buy for themselves. Finally, decision makers’
product involvement also influences the relationship be-
tween intentions and real behaviour. The fundamental
reasoning is similar to personal characteristics; that is,
consumers will engage in more extensive decision mak-
ing if the choice task involves a financial, functional, or
social risk. Thus, decisions tend to be based on product
features. However, if a choice task involves limited risk,
consumers are likely to engage in impulsive decision
making.

Finally, and in line with all empirical works, sampling al-
so influences results’ generalizability. To predict real
market behaviour, respondents must be representative of
the population or target group of interest (Sawtooth Soft-
ware 2006).

In sum, conjoint analysis predictions might fail because
product choice is not only influenced by factors that can
be considered within conjoint analysis studies (e. g.,
product features, price, experimental design and conjoint
analysis type) but also numerous other factors. Research-
ers, therefore, suggested that conjoint simulation results
should not be interpreted as predictions of market shares
but as the share of interest a product is likely to spark in
the market (Sawtooth Software 2006). Market research-
ers who aim at predicting market shares and know that
the above-mentioned assumptions are violated may ad-
just market share predictions using the above mentioned
multipliers to better capture differences in, for example,
brand awareness, distribution level, and differences in
purchase frequency or amount (for a detailed description,
see Sawtooth Software 2006).

10. Conclusions

As recently noted by Eggers et al. (2016), determining
the factors that influence the validity of preference mea-
surement results should be a key goal for researchers in
the field. For example, realistic images of the attributes
and levels as well as video instructions may increase the
validity of a preference measurement study. The influ-
ence of these craft factors might, in some cases, affect
the results’ validity more strongly than the selection of
the preference measurement approach. We, therefore, ar-
gue that more research should be warranted to determine
the craft factors that need special attention. This paper
explicates important craft factors such as the definition
of attribute sets, the explication of decision context and
use of warm-up tasks. We, therefore, contribute to this
important discussion, although without empirically test-
ing these potential craft factors.

Our paper is intended to serve as a user’s guide to the
‘galaxy’ of consumer preference measurement. To elabo-

rate, we highlight topics we consider important for both
academics and practitioners, but neglect others because
of space restrictions. We highlight potential pitfalls on
the basis of our own experience with preference mea-
surement studies and hope that our guide will help poten-
tial users of preference measurement approaches to make
better decisions when setting up their preference mea-
surement studies.

Notes

[1] Addelman plans are implemented in SPSS. Conjoint experi-
mental designs can be easily developed using the Orthoplan
command.
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