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Academics and practitioners aiming to measure preferences for the first time are faced with a ‘galaxy’ of conjoint analytic and alternative compositional preference measurement approaches. Potential users are confronted with questions, such as how to determine which approach to use, how to set up a study that generates reliable and valid results and how to interpret these results. The aim of this paper is to provide guidance to these key challenges. Thus, the first objective is to guide potential users in the selection of appropriate preference measurement approaches. Second, we discuss important craft factors, i.e. design elements that substantially impact the validity of preference measurement results, such as the definition of attributes and levels and their introduction to respondents. Third, we provide users with practical guidance how to interpret conjoint results, evaluate the quality of empirical conjoint data, set up market simulations and discuss factors that influence the studies’ external validity. Our paper, thus, serves as a user’s guide to the ‘galaxy’ of consumer preference measurement and helps sensitize researchers towards potential pitfalls when conducting their own preference measurement studies.

1. Introduction

Humans make a multitude of choices every day that range from speedy decisions (e.g., which food to eat, task to do, film to watch or mode of transport to take) to more complex purchase decisions on cars, laptops or insurances. Managers, in particular, are required to make decisions regarding recruitment, machinery purchase and investment options. Across all contexts, decision makers must choose from a variety of alternatives. These choice alternatives are often described using product attributes (i.e., characteristics used to compare alternatives such as the colour of a car) and related attribute levels (specific product features, e.g., the red colour of a car).

The objective of conjoint analysis is to measure how respondents trade-off various alternatives and their respective attribute levels; for example, the trade-off a consumer faces is whether to buy a cheaper car with higher fuel consumption or a more expensive one with lower fuel consumption. Conjoint analysis is a survey technique that asks respondents to evaluate products. These product evaluations are then decomposed to derive estimates on the utilities of the products constituent attribute levels (the part-worths). Conjoint analysis is thus a decompositional approach.

Conjoint analysis is a class of methods and comprises a large variety of alternative measurement approaches. Choice-based conjoint analysis (CBC; also known as discrete choice modelling) is, by far, the most commonly used conjoint approach. A recent survey suggests that more than 80% of all conjoint analysis studies apply CBC (Sawtooth Software 2016). However, other approaches can be used as well. Preferences for specific attribute levels can be surveyed directly. Such direct methods are commonly named compositional approaches since the total utility of a product can then be computed (composed) as the sum of its attribute levels’ utilities. Furthermore, hybrid approaches aim at combining advantages of compositional and decompositional methods. Hybrid and compositional preference measurement approaches have advantages in certain application contexts (as discussed further below).

Numerous studies suggest that conjoint analysis methods (but also compositional and hybrid approaches) well predict real choices (e.g., Benbenisty 1983; Krishnamurthi 1988; Chapman et al. 2009; Louviere and Timmermans 2000).
1992; Natter and Feurstein 2002; Parker and Srinivasan 1976; Robinson 1980; Srinivasan and Park 1997; Tscheulin 1991). Conjoint analysis is therefore widely accepted in research and practice. Each year, market researchers conduct thousands of conjoint analyses (Orme 2013). Some researchers believe that conjoint analysis is ‘the most significant development in marketing research methodology over the last 40 years’ (Rao 2014a, p. 47; 2014b).

Various textbooks (e. g., Baier and Brusch 2009; Gustafsson et al. 2013; Orme 2013; Rao 2014b) and textbook chapters (e. g., Backhaus et al. 2015a, 2015b; Hair et al. 2010) exist that give an introduction to conjoint analysis, to compositional as well as hybrid preference measurement approaches. These publications mainly focus on how to define an experimental design (the alternatives evaluated within the conjoint task), how to collect preference data, and how to estimate the levels’ utility (the levels’ part-worths). Moreover, commercial software (e. g., see www.sawtoothsoftware.com) enables researchers to easily master these steps without much effort. Today, reasonable conjoint analysis estimates seem to require just a few mouse clicks.

But despite all these publications and easy to use software, many conjoint analysis studies fail (e. g., Brzoska 2003; Drehsler et al. 2013; Fine 2009; Johnson and Amrose 2009; Schlag 2008). There are numerous reasons for such failure. In line with Eggers et al. (2016) or Orme (2013), we argue that ‘craft’ factors (how to design conjoint studies) should be more prominently debated (and empirically tested) than currently done in most textbooks or papers. These factors can strongly influence the validity of preference measurement results.

Our first objective is to help users selecting an appropriate preference measurement approach for the decision context they would like to investigate. Previous comparative studies (e. g., Louviere and Woodworth 1983; Natter and Feurstein 2002; Kamakura and Ozer 2000; Vriens et al. 1996) suggest that no dominant preference measurement approach exists. By discussing advantages and disadvantages of established techniques and also referring to more recently developed approaches, our user’s guide helps in this selection process in a specific research context. Our second objective is to bring three craft factors into focus: We deliberate on the selection of attributes and levels which is the essential first step when setting up a preference measurement study. We then discuss how the decision context as well as the attribute and levels can be adequately introduced to respondents. Our third objective is to provide users with more practical guidance how to interpret conjoint results, evaluate the quality of empirical conjoint data (the reliability, validity and applicability), set up market simulations and measure the external validity. Our paper targets researchers and practitioners that have some fundamental understanding about conjoint analysis (e. g., they know common textbooks on conjoint analysis) but still lack sufficient experience when deciding on a specific preference elicitation technique, when setting up a study, or when interpreting conjoint results and predicting future market share.

In summary, our paper aims to sensitize researchers towards potential pitfalls that could negatively affect or even jeopardize the validity of their preference measurement results. Tab. 1 provides an overview of all steps necessary when conducting a conjoint analysis. It also provides information on this paper’s focus (left column, steps 1, 2, 4, 7, 8, and 9) and the focus of many textbooks (right column, steps 1, 3, 5, and 6). This does not mean that previous publications ignored some steps (nor do we), however, our goal is to discuss those steps in more detail that, from our perspective, have been underweighted previously.

The remainder of this paper is structured as follows. The next two sections introduce conjoint analysis, by first explaining the value of conjoint analysis for research and practice (Section 2) and then briefly introducing the basic measurement idea (Section 3). In line with the first objective, Section 4 presents commonly used decompositional, hybrid, and compositional preference measurement approaches. In line with the second objective, three important craft factors are subsequently discussed in Sections 5 to 7. Section 5 considers the determination of attributes and levels. Section 6 explores the explication of attributes and levels and the use of warm-up tasks. Section 7 includes a description of reliability and validity issues. In line with the third objective, Section 8 illustrate-

<table>
<thead>
<tr>
<th>Focus of this paper</th>
<th>Focus of many textbooks and research papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Selection of a Preference Elicitation Technique</td>
<td>(often focus on a rather limited number of approaches and newly developed approaches might be missing)</td>
</tr>
<tr>
<td>2) Definition of an Attribute Set</td>
<td></td>
</tr>
<tr>
<td>3) Definition of an Experimental Design</td>
<td></td>
</tr>
<tr>
<td>4) Sample Selection, Explicating the Decision Context and Warm-up Tasks</td>
<td></td>
</tr>
<tr>
<td>5) Respondents’ Evaluations</td>
<td>(previous textbooks and research papers often focus on internal and predictive validity)</td>
</tr>
<tr>
<td>6) Part-worth Estimation</td>
<td></td>
</tr>
<tr>
<td>7) Validity and Reliability</td>
<td>(but also applicability measures and face validity)</td>
</tr>
<tr>
<td>8) Interpretation of Part-worth Utilities</td>
<td></td>
</tr>
<tr>
<td>9) Market Simulations and External Validity</td>
<td></td>
</tr>
</tbody>
</table>
2. Understanding the Value of Conjoint Analysis

Researchers and practitioners using preference measurement methods aim at exploring the current decision making of consumers and predicting future decision behaviour. Understanding consumers’ decision making is essential for manufacturers, policymakers, and researchers.

Conjoint analytic approaches are largely used in the early stages of the product development process, even before firms develop prototypes of their products (Green et al. 1997). They provide managers with important information on (i) the value consumers assign to certain levels (levels’ part-worth utilities) and (ii) the relevance of certain attributes when making the decision (attribute importance weights). Further, this information is frequently used to (iii) identify consumer segments and (iv) predict products’ market share (what-if scenarios). These conjoint analysis results are easy to communicate to management and engineers and provide actionable insight (Chapman et al. 2008).

Knowledge about customer needs help manufacturers design better products. Assessing the perceived value of product characteristics from a consumer perspective increases the possibility of consumers liking and buying the product, rendering market introduction successful and, thus, reducing the risk of market failure (Markham and Lee 2013; Schneider and Hall 2011). Firms can also avoid failures if they have better information on target groups’ size, consumers’ willingness to pay and their potential reactions to changes in the competitive environment (e.g., price changes or introduction of new products by competitors). These estimates also play a crucial role in forecasting the impact of potential cannibalization of line extensions, brand value and the impact of other marketing mix changes (e.g., changes in communication or distribution strategies; Cattin and Wittink 1982; Hartmann and Sattler 2002; Wittink and Cattin 1989). Conjoint analysis approaches have also been adopted to aid consumers’ decision making since preference data can be applied in recommender systems (Backhaus et al. 2010; De Bruyn et al. 2008) and to assess preferences on nonlinear pricing models such as the two-part tariff structures of the ‘Bahn Card’ (Lilien et al. 2013). Conjoint analytic approaches are also commonly applied to analyse individual as well as group decision making (Krishnamurthi 1988).

Furthermore, conjoint analysis is not only relevant in the marketing field but also commonly used in areas such as healthcare (e.g., to facilitate doctor-patient communication), economics (e.g., to assess public transport preferences), human resources (e.g., to develop incentive schemes, define desired characteristics for new employees and understand job choice; Huber et al. 1971; Netzer et al. 2008) and computer science and machine learning (Netzer et al. 2008; Orme 2013). Lawyers apply conjoint analysis to assess damages from patent infringement by valuing patents and copyrights (Cameron et al. 2013). For example, conjoint analysis was central in Apple’s 2.5 billion USD suit against Samsung. Apple conducted two studies (one on smartphones and the other on tablets) to quantify the value of features that Samsung incorporated into their products and protected by Apple patents. Predictions of customers’ willingness to pay for these features were then presented in court (Eggers et al. 2016).

The royalty rates to stream music were determined in a manner similar to that utilized by the US Copyright Royalty Board (McFadden 2014). Due to its wide range of applications, conjoint analysis is one of the most often used techniques to assess consumers’ needs (Lilien et al. 2013; Netzer et al. 2008).

3. Basic Idea of Conjoint Analysis

This section provides an overview of conjoint analysis and presents assumptions and recent research on how respondents answer conjoint questionnaires. Conjoint analysis is decompositional since (as described earlier) it asks respondents to evaluate products described by all respective attribute levels (the so-called ‘full-profile presentation’) and then decomposes these evaluations to obtain information on the value consumers derive from specific features.

Products assessed within conjoint analysis can be defined by simply identifying all potential level combinations. However, the number of product evaluations will increase exponentially with the number of attributes and levels (e.g., each respondent would be required to evaluate 729 alternatives when considering six attributes with each three levels). Thus, experimental designs aim at reducing the number of alternatives respondents must evaluate to reduce their burden. In a traditional conjoint analysis, such experimental designs can be generated on the basis of the Latin square or Addelman plans (Addelman 1962).[1] In all experimental designs, each level of an attribute is presented equally often together with every other level of the other attributes in the study. Moreover, when applying traditional conjoint analysis approaches, all respondents evaluate the same experimental design. To limit the number of products that respondents must evaluate, these designs often focus on the main effects by assuming that the levels of different attributes are uncorrelated. Respondents are then asked to evaluate the products e.g. based on a ranking, ratings, paired-comparisons etc. (traditional conjoint analysis) or choices (choice-based conjoint analysis).

Before estimating part-worth utilities, market researchers must define a utility model for each attribute. The utility
Almost all published research on conjoint analysis and preference measurement is based on the assumption of a linear additive utility model. An ideal point model assumes that an attribute has an ‘optimal’ level that maximizes consumer utility; for example, a chocolate bar should not be too sweet or not sweet enough. A vector model, on the other hand, assumes that higher (or lower) levels of an attribute increase consumer utility; for example, a faster computer processor should be perceived as beneficial (continuous line of the vector model in Fig. 1). Similarly, a lower-priced computer (dotted line in Fig. 1) should increase consumer utility. Finally, the part-worth model does not make any a priori assumptions regarding the utility caused by specific levels. Thus, the part-worth model is the most flexible approach. It is most often applied in practice. However, when applying the part-worth model, a higher number of parameters must be estimated (Green and Srinivasan 1978; 1990).

Researchers can estimate part-worths based on estimation techniques such as regression analysis (ratings-based data) or multinomial logistic regression (choice data). The total value of an alternative can then be computed as the sum of its respective part-worth utilities (see Equation 1). Almost all published research on conjoint analysis and preference measurement is based on the assumption of a linear additive utility model (Cui and Curry 2005).

$$U_{im} = \sum_{j=1}^{J} \sum_{k=1}^{K} \beta_{jk} y_{ijkm}$$

with:
- $U_{im}$: total utility respondent $i$ derives from alternative $m$
- $\beta_{jk}$: part-worth utility for level $j$ of attribute $k$ for respondent $i$
- $y_{ijkm}$: binary coding for level $j$ of attribute $k$ for alternative $m$ and respondent $i$, which takes the value of 1 if level $j$ is present and 0 otherwise
- $J$: number of attribute levels
- $K$: number of attributes

The assumption of a linear additive utility model has an important consequence: additive utility models are compensatory, that is, they assume that a favourable level of one attribute can compensate for the less favourable level of another attribute (and vice versa). This assumption is also grounded in the idea that humans make computer-like calculations, which may be questionable at least in purchase situations wherein the respondent is unwilling or does not have the time to consider all attribute levels.

Nonetheless, research has shown that the assumption of a linear additive model is surprisingly robust to violations of this assumption (for an overview, see Cui and Curry 2005).

In contrast to such unstructured errors, systematic deviations from the linear additive model bias conjoint estimates. Attribute levels that are completely unacceptable are an example of such systematic biases. To elaborate, respondents may accept, to a certain degree, a higher product price if it can be justified with higher quality. However, consumers might be unwilling to accept a product that is priced higher than a certain price threshold. If so, consumers will not be willing to buy the product, regardless of how favourable other product features are. Such systematic non-compensatory decision rules cannot be represented using a linear additive utility model and thus, linear additive utility functions are not suitable (for an overview, see Steiner et al. 2016).

Part-worth utilities provide information on the value of the respective levels and enable researchers to predict a product’s total utility. From a managerial perspective, of high significance are the importance weights, that is, the relevance of the attributes for the respondents when making decisions (Green and Krieger 1995). Conjoint analysis does not directly survey the attribute importance weights. Instead, importance weights are derived from part-worth utilities. Attribute importance denotes the degree of change in alternative’s utility value when the attribute improves from the least to the most preferred level (the so-called ‘bandwidth’). Thus, the importance weight for attribute $j$ ($w_j$) can be computed from the bandwidth of an attribute (i.e., the most minus the least preferred level) divided by the sum of all bandwidths for all attributes (see Equation 2; Cattin and Wittink 1982).

$$w_j = \frac{\max_{k} \beta_{jk} - \min_{k} \beta_{jk}}{\sum_{k} (\max_{k} \beta_{jk} - \min_{k} \beta_{jk})}$$

The resulting importance weights of all attributes $J$ add up to 100 percent. In general, attribute importance weights are first computed at individual levels and then, aggregated across respondents (Orme 2013).

It is noteworthy that the definitions of the attribute set (attributes and levels surveyed in a conjoint analysis) and range of attribute levels influence attribute importance.
weights. A narrow bandwidth of levels (e.g., narrow price range) will result in a low importance of that attribute (e.g., price) while a broader bandwidth will increase it (see also Section 3 and Orme (2013)).

To develop a deeper understanding of how respondents make decisions in conjoint tasks, eye tracking can be used to monitor respondents’ decision-making processes (Meißner and Decker 2010). Meißner et al. (2016), for example, analysed respondents’ attention towards alternatives and attributes in three CBC eye-tracking studies and found a close relationship between attention and preference. First, alternative focus predicts that people pay more attention to alternatives that have high utility values. Second, attribute focus assumes that people focus more on important attributes. To assess the potential influence of the decision context, Meißner et al. (2016) further relied on two potential influence factors. First, respondents might pay more attention to information that is centrally presented (centrality bias) and second, decision makers may focus more on attributes and products that they look at first in a task. The authors found that central information and information that is perceived first receives more attention. Importantly, however, this increase in attention did not increase the probability of respondents choosing these alternatives. This finding is important because it suggests that conjoint analysis results are not influenced by incidental perceptions resulting from the conjoint tasks’ layout. Moreover, as the study also demonstrated that alternative and attribute focus become stronger in later choice tasks, the conjoint task layout seems to facilitate more effective decision making owing to practice, that is, fewer fixations are necessary before respondents can make their decisions.

A key characteristic of CBC is its lattice structure. More specifically, attributes are arranged in a matrix and their order is identical for all alternatives, which enables respondents to easily compare different options. Further, the number of attributes is commonly limited to avoid overwhelming the respondents and alternatives are often distributed across different sub-tasks. Decision makers are repeatedly asked to evaluate alternatives or choose one of them. These layout features are likely to enable learning with conjoint exercises.

4. Methods and Experimental Design

Green and Rao (1971) introduced the concept of conjoint analysis more than 45 years ago. Since then, researchers have developed numerous methods to improve data quality or reduce respondent effort when participating in preference elicitation tasks. This paper aims to provide a brief overview of preference measurement techniques with focus on different types of conjoint analysis. However, such an overview cannot be all-encompassing. Nevertheless, the objective is to provide an overview of the bandwidth of possible approaches that can be applied to gain insight into consumer preferences. Tab. 2 summarizes the approaches considered in the present discussion.

4.1. Compositional Approaches

Compositional approaches ask respondents to directly evaluate attributes and/or levels. Direct ratings ask respondents to assess the attributes’ importance without considering the respective attribute levels. Such direct importance ratings are often uninformative (Krosnick and Alwin 1988) because respondents tend to rate all attributes as important. Unweighted self-explicated approaches, in contrast, focus on asking respondents to assess the attribute levels’ desirability but neglect differences in attribute importance. These approaches implicitly assume that all attributes are equally important. Both approaches do not allow researchers to assess the total utility of an alternative.

Weighted self-explicated approaches ask respondents to evaluate both, attributes and levels. Often, respondents are first asked to evaluate the desirability of each attribute level. For example, respondents could be asked to determine the most preferable level of an attribute, which is assigned 10 points, followed by the least preferable level, which is given 0 points. The remaining levels are assigned between 0 and 10 points. On the basis of this first stage, the bandwidth of levels (most and least preferred level) can be determined.

This bandwidth is then presented in the second stage, where respondents are asked to evaluate the attributes’ importance. Here as well, respondents define the most

<table>
<thead>
<tr>
<th>Compositional approaches</th>
<th>Hybrid approaches</th>
<th>Decompositional approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-explicated approaches:</td>
<td>Traditional Hybrid Conjoint Analysis</td>
<td>Traditional Conjoint Analysis (full-profile approaches vs. trade-off matrices; simultaneous presentation of all product concepts vs. paired-comparisons)</td>
</tr>
<tr>
<td>– Direct rating</td>
<td>Sawtooth Software Adaptive Conjoint Analysis (ACA)</td>
<td>Choice-Based Conjoint analysis (CBC)</td>
</tr>
<tr>
<td>– Unweighted self-explicated approach</td>
<td>Sawtooth Software Adaptive Choice-Based Conjoint Analysis (ACBC)</td>
<td></td>
</tr>
<tr>
<td>– Weighted self-explicated approach</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Conjunctive compensatory self-explicated approach</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Adaptive Self-Explicated approach and its extension, pre-sorted self-explicated approach</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Analytic Hierarchy Process and its adaptation for preference measurement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Max-Diff Scaling / Best-Worst Scaling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Restricted-Click-Stream analysis</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab. 2: Compositional, decompositional and hybrid preference measurement approaches
important attribute (i.e. the attribute for which an improvement from the least to the most preferred level results in the highest utility increase). This attribute is valued at 10 points. The importance of the remaining attributes is then determined relative to the most important one. A product’s total utility is determined by multiplying the attribute importance weights with the desirability ratings of the respective levels and then, summing up these values across all attributes. Thus, total utility is composed of its part-worth utilities (Netzer and Srinivasan 2011; Srinivasan 1988). This method is known as conjugate compensatory self-explicated approach (or also Casemap). Variants of it also enable researchers to account for potential unacceptable levels by asking respondents to eliminate these unacceptable levels prior to rating the levels.

A major disadvantage of self-explicated methods is that the use of rating scales does not require respondents to make trade-off decisions between attributes (Green and Srinivasan 1990). Nevertheless, self-explicated approaches have been frequently used and results show a surprising robustness compared to common conjoint analysis approaches (Srinivasan and Park 1997). Moreover, such compositional methods enable researchers to assess many attributes, while common conjoint analysis approaches are limited to six or eight attributes (see below). The ability to consider many attributes is increasingly important for market research practices since products and services are becoming more and more complex and consumers have become more informed than ever (Netzer and Srinivasan 2011).

Drawing on the criticism that self-explicated approaches do not explicitly consider trade-offs between attributes, Netzer and Srinivasan (2011) proposed an Adaptive Self-Explicated approach (ASE). In the first step, respondents are asked to evaluate the attribute levels’ desirability on an 11-point rating scale (0 = ‘not at all desirable’ and 10 = ‘extremely desirable’). However, the attributes in the second step are not evaluated using rating scales. Instead, Netzer and Srinivasan (2011) proposed the use of a constant-sum scale that forces decision makers to engage in trade-offs. Because evaluating attributes using constant-sum scales is cognitively demanding and might overwhelm respondents, the process of constant-sum evaluations across all attributes is broken down into constant-sum allocations between attribute pairs. As a consequence, applying the approach increases the number of pairwise comparisons for the respondent.

To reduce this number, researchers first ask respondents to rank the attributes in terms of importance. Thus, in the second stage, the number of pairwise comparisons is reduced by asking respondents to rank attributes before conducting the comparisons. In the third stage, respondents then allocate the 100 points using a sliding bar. Thus, constant-sum evaluations are adapted to respondents’ rankings. In total, three constant-sum questions are constructed that comprise the most and least important attributes and those in the middle. Then, importance weights are computed for these attributes and interpolated to obtain an importance score for the remaining attributes.

Netzer and Srinivasan (2011) compared ASE to a weighted self-explicated approach and CBC using state-of-the-art estimation techniques (e.g. hierarchical Bayes and fast polyhedral conjoint) as well as Adaptive Conjoint Analysis. Based on two empirical studies, they demonstrated that ASE offered reasonable utility estimates and improved the predictive validity (see below).

ASE, however, is based on the assumption that the initial ranking tasks provide reliable information on attribute importances. Errors at this early stage might negatively affect the validity of the preference measurement results. Therefore, Schlereth et al. (2014) proposed a pre-sorted adaptive self-explication approach that includes a rating task preceding the ranking. This initial rating of attribute importance should ease the subsequent ranking. On the basis of the two empirical studies, Schlereth et al. (2014) demonstrated that his extension reduces the cognitive burden of the entire evaluation task and increases the predictive validity of the approach.

The major benefit of all self-explicated techniques is that they enable researchers to consider a higher number of attributes than standard conjoint analytic approaches. Tab. 2 presents the most common self-explicated approaches. All recent approaches are structurally based on Srinivasan (1988). The reader is referred to Schlereth et al. (2014) for an extensive overview of self-explicated approaches.

Other studies have tested the applicability of the Analytic Hierarchy Process (AHP) and shown that it could outperform conjoint analytic approaches even in moderately complex decision contexts. For example, Scholl et al. (2005) demonstrated that AHP outperforms traditional conjoint analysis when assessing an evaluation task described by six attributes. Helm et al. (2008) showed that a traditional conjoint analysis seems more suitable for simple decision contexts (consisting of four attributes), while AHP is preferable for more complex evaluation tasks.

Scholz et al. (2010) proposed the Pairwise Comparison-based Preference Measurement (PCPM) approach which is based on AHP. The authors found that PCPM outperformed an Adaptive Conjoint Analysis (ACA; described below) and a weighted self-explicated approach for highly complex products (conducting two studies, they assessed 10 and 15 attributes). The PCPM approach was further extended by Meißner et al. (2011), who suggested an algorithm that adaptively selects pairwise comparisons on the basis of a respondent’s previous answers to increase the approach’s efficiency.

Finally, Max-Diff Scaling is a relatively new approach to assess consumers’ preferences as long as researchers are only interested in obtaining attribute importance
weights. Within a max-diff scaling (also known as maximum difference scaling or a version of Best-Worst Scaling), a list of items is defined and then subsets (choice sets) are created. Within the survey, respondents are asked to identify the most (best) and least (worst) important item from each subset that are sequentially presented. This data enables researchers to compute importance weights for each item (attribute). Max-Diff Scaling enables researchers to assess more attributes compared to conjoint-analytic approaches. Moreover, identifying the least and most relevant item from a subset of attributes requires little cognitive effort (Louviere 1991; Sawtooth Software 2013a).

The restricted-click-stream analysis is based on the general idea of information display boards (such as mouselab). Within these approaches, products are presented to respondents, however, their respective attribute levels are covered. Respondents can click on the respective fields to reveal a product’s feature and then select the preferred alternative. This idea of a mouselab experiment is adapted to gain insight into the attributes’ perceived importance by adjusting two key characteristics. First, any feature that was uncovered by a respondent remains visible and second, the number of features that respondents can uncover in each choice set is restricted. Thus respondents need to deliberately decide on the attribute for which they need more information before making a choice. Schlereth and Schulz (2014) compare importance weights derived from conjoint analysis with those from a restricted-click-stream analysis and demonstrate that the attention that respondents pay to a certain attribute is a feasible proxy to assess its importance.

4.2. Decompositional Approaches

A common characteristic of compositional approaches is that they directly survey respondents’ evaluations of attributes and their respective levels. In addition, they are less cognitively demanding and enable researchers to assess a higher number of attributes and levels. However, they are used less often than decompositional approaches such as conjoint-analysis, whose tasks allow a more realistic presentation of the stimuli. As noted, conjoint analysis asks respondents to evaluate multi-attribute alternatives and then decomposes these product evaluations to estimate the levels’ part-worth utilities.

The two types of conjoint analytic approaches that are frequently used are traditional conjoint analysis and CBC.

4.2.1. Traditional Conjoint Analysis

Conjoint analysis was first introduced by Green and Rao (1971) in the field of marketing and based on an idea published earlier by Luce and Tukey (1964). This first version of conjoint analysis presented respondents with 27 product profiles that were described by all respective levels (full profile approach). They were then asked to define four piles of cards (poor, fair, good and excellent). Within each pile, respondents sorted all products from the worst to best. Using this rank order, Green and Rao (1971) then computed part-worth utilities for all levels.

Three years later, Johnson (1974) published a similar approach drawing on trade-off matrices. In this approach, respondents were not required to evaluate complete products but attribute pairs, and thus, it is known as a partial-profile approach. Tab. 3 provides an example for such a trade-off matrix based on a ranking. In this small data example, the respondent prefers a car at the lowest price (2,500 USD) and the highest speed (130 MPH); this alternative ranked first. Similarly, the car that ranked second had the lowest price (2,500 USD) and a medium top speed (100 MPH).

Trade-off matrices are easier to answer than full profile approaches since they limit the decision task to attribute pairs. However, evaluating whole multi-attribute alternatives is more realistic. As a result, trade-off matrices have little relevance in marketing research practice, whereas full-profile approaches have become widespread in research and practice (Green and Srinivasan 1978; Johnson 2001; Oppewal et al. 1994).

The literature contains various traditional conjoint analyses, which differ by the scales used. Traditional conjoint analysis can be based on a rating, ranking or dollar metrics. Moreover, market researchers may present all stimuli simultaneously, separately or in pairs. Presenting all products simultaneously may overwhelm respondents and evoke the use of simplifying decision rules.

Thus, researchers have argued that the paired comparisons of product profiles ease decision making (Johnson 2001). Two types of paired comparisons have been commonly used. Dichotomous paired-comparisons ask respondents to select the preferred alternative within each choice set, although these approaches survey little information. Therefore, conjoint approaches based on paired comparisons commonly rely on graded paired comparisons, that is, respondents not only state their preferred alternative but also indicate preference strength on a rating scale. While paired comparisons ease decision making, they require numerous more evaluations compared to conjoint analysis approaches that simultaneously present all stimuli (for the development of experimental designs, see Green and Devita 1974; Hausbrückinger and Herker 1992).

As noted, the number of alternatives that can be considered in a conjoint analysis is rather limited. Green et al. (1972), therefore, proposed to split all attributes into subgroups (partial profile design). Respondents were told that the attributes excluded from a subset do not differ in
their respective levels and thus, do not influence evaluations. Oppewald et al. (1994) extended this idea of partial profile designs and proposed a Bridging Conjoint Analysis. Similar to Green et al. (1972), the total number of attributes is split into different sub-designs; however, one attribute (bridging attribute) is used in all sub-sets. The part-worth utilities of the remaining attributes are then scaled with respect to the bridging attribute to increase the comparability of estimates across attribute sub-sets. Such partial-profile designs seem beneficial since they enable researchers to assess a higher number of attributes without requiring respondents to consider them simultaneously. However, the approach is rarely used when conducting a traditional conjoint analysis because it increases the number of evaluations. Thus, while partial profiles might be less relevant for traditional conjoint approaches, similar ideas are common for CBC and are presented below.

Traditional conjoint analysis does not provide information on whether the conjoint stimuli, that is, the products being evaluated by respondents, are acceptable from the respondents’ perspective. Voeth and Hahn (1998), therefore, proposed a Limit Conjoint Analysis. In the first step, respondents are asked to rank all stimuli of a traditional conjoint analysis. In the second step, respondents must then add a limit card that denotes the point that separates acceptable and non-acceptable alternatives. This information can be used when conducting market simulations, that is, non-acceptable alternatives have a 0% choice probability.

The estimation technique used to estimate part-worth utilities depends on the scale used. Data surveyed on the basis of rankings can be assessed using MONANOVA or LINMAP. OLS regression is used for rating data (Green and Srinivasan 1978).

4.2.2. Choice-based Conjoint Analysis

The development of the CBC represents another important milestone in the history of conjoint analysis. The use of discrete choices was proposed by Louviere and Woodworth (1983). Instead of ranking or rating product alternatives, respondents are asked to choose the preferred alternative from sets of alternatives, the so-called ‘choice sets’. Choice designs commonly comprise up to 12 choice tasks, each with 2–7 alternatives (Johnson and Orme 2007; Orme 2013). In its core, CBC combines Green and Rao’s (1971) idea of using systematic experimental designs to reduce the number of product evaluations and McFadden’s multinomial logistic regression that relates utilities to choice probabilities (MNL; McFadden 1976). CBC is the most often applied type of conjoint analysis (Orme 2013).

CBC has several advantages but it also has disadvantages compared to a traditional conjoint analysis. First, asking respondents to choose the preferred alternative is often assumed to better resemble decisions consumers make in the marketplace. Moreover, choosing is often perceived as less cognitively demanding than asking respondents to rate or rank alternatives. Rating scales are often interpreted differently by various respondents, while choices are unambiguous. Furthermore, within CBC the experimental design is pooled across respondents. This enables researchers to use more flexible experimental designs (e.g., consider interaction effects). Finally, CBC allows researchers to include a ‘none’ option that enables them to predict product acceptance. Previous research suggests that even simple aggregate CBC models seem to provide reasonable market share predictions (Chapman et al. 2009; Louviere and Woodworth 1983; Natter and Feustein 2002). Natter and Feustein (2002), therefore, argue that more advanced estimation techniques might not always be beneficial.

However, numerous other studies have demonstrated that traditional conjoint analysis approaches (Benbenisty 1983; Tscheulin 1991) and even approaches based on direct evaluations (Netzer and Srinivasan 2011; Srinivasan and deMaCarty 1999) can predict real consumer behaviour surprisingly well. Different conjoint analysis approaches can yield similar performance and even simple approaches might be reasonable (Kamakura and Ozer 2000). There are even numerous studies that demonstrate CBC’s weak ability to predict real choices (e.g., Brzoska 2003; Drechsler et al. 2013; Fine 2009; Johnson and Armore 2009; Schlag 2008). For example, Schlag (2008) compared the external validity (ability to predict consumers’ real willingness to pay for a product) of a traditional conjoint analysis and a CBC using two research objects. He noted that external validity was poor for both conjoint analysis types, although all his studies present high internal validity.

The most obvious disadvantage of CBC is that choices only capture information on the preferred alternative and not evaluations of the remaining alternatives in a choice set; for example, there is no information on the rank order of the remaining alternatives or strength of preference. Thus, CBC surveys less information.

Fast polyhedral adaptive conjoint analysis approaches aim at addressing this problem and improving CBC by dynamically adjusting the choice sets surveyed (Toubia et al. 2003). Alternatives are created in a way to avoid dominated or dominating alternatives by rendering the stimuli as similar as possible in their likelihood of being chosen (Huber and Zwerina 1996; for applications, see also, for example, Johnson et al. 2003; Johnson et al. 2004). However, these approaches assume that people make consistent and compensatory decisions, which is not always true. As a result, these experimental designs may not be more efficient (Eggers and Sattler 2011).

Following data collection, the part-worth utilities can be estimated at an aggregate level using McFadden’s multinomial logistic regression, at target group level by applying a latent class analysis or at individual level adopting a hierarchical Bayes approach. These estimation techniques are described in Elshiewy et al. (2017).
Other studies have suggested employing estimation techniques based on machine learning, such as support vector machine algorithms, to better account for non-compensatory decision behaviour (Cui and Curry 2005; Evgeniou et al. 2005). For example, Evgeniou et al. (2005) demonstrated that support vector machine algorithms handle noise better than other benchmark estimation techniques such as logistic regressions, hierarchical Bayes and fast polyhedral methods.

4.3. Hybrid Approaches

Researchers commonly struggle with two major challenges. First, unacceptable levels that may make the preference measurement results less reliable and second, researchers may need to consider more attributes and levels than traditional or CBC approaches can handle.

Hybrid approaches aim at handling these problems by surveying consumer preferences directly (and also enables researchers to directly identify unacceptable levels, preferred levels and attribute importance weights) and accordingly, using this data to individualize conjoint analysis. In other words, hybrid approaches commonly adopt a compositional first step and then use this data to, for example, develop an experimental design for conjoint analysis that focuses on the most important attributes (Johnson 2001). The two most commonly used hybrid approaches are the Adaptive Conjoint Analysis (ACA) that is based on a traditional conjoint analysis and the Adaptive Choice Based Conjoint Analysis (ACBC).

ACA is concerned with identifying the most important attributes from a set of attributes at the individual level. In the first step, respondents are asked to evaluate the levels and attributes on the basis of a weighted self-explicated approach (see above). The attributes which are most important for the respondent are then included in the subsequent conjoint analysis task. Here, respondents evaluate pairs of alternatives using a rating scale. These paired comparisons are adjusted to the results from the first compositional step and the experimental design of the conjoint task is adjusted to previous evaluations in the conjoint task. Similar to the previously mentioned fast polyhedral conjoint designs, ACA seeks a utility balance to survey respondents’ preferences more efficiently. When estimating part-worth utilities, ACA combines respondents’ answers from both steps. ACA’s main benefit is the number of attributes that can be considered: while common ACA studies include 15 attributes, it can handle up to 30 (Orme 2013; Sawtooth Software 2007).

ACBC aims at identifying levels that are relevant from a respondent’s perspective. These levels are then surveyed in the subsequent CBC task. Thus, ACBC’s primary goal is not to handle a larger number of attributes, but to improve the input quality of the answers by integrating several additional tasks aimed at identifying the individual’s evoked set that comprises the acceptable product levels. In the first step, the respondent can define an ‘ideal’ product in a configurator-like ‘build your own’ task. Then, using the answers, several alternatives are constructed in a second ‘screener section’. Here, the respondent evaluates the acceptability of several alternatives. If a consumer always rejects an alternative which includes a specific level (or only accepts products with a specific level), these levels are directly evaluated. The respondent is asked to evaluate whether a specific level is unacceptable (or a must-have level). In the default setting, the respondent can define up to five levels as unacceptable and four as must-haves. Respondent’s answers from all steps are used in estimating part-worth utilities. Since ACBC surveys more information at individual level, its estimates are assumed to be more stable than CBC part-worth utilities (Sawtooth Software 2009).

Previous research suggests that respondents perceived ACBC questionnaires to be more engaging and both the questionnaires and products to be more realistic (since ACBC individualizes its levels). Moreover, sample size requirements are lower since ACBC surveys more information. However, part-worth utilities were similar to CBC results (Orme 2013).

5. Definition of Attribute Sets for Preference Measurement

An attribute set comprises all attributes and their respective levels to be assessed within preference measurement. Previous research suggests that many conjoint analysis studies include attributes and levels that do not significantly influence consumer preferences (Louviere et al. 2005). Many researchers, therefore, believe that the definition of an appropriate attribute set is one of the most (Weiber and Mühlhaus 2009), if not the most, important step when measuring preferences. However, most scholars pay little attention to this step. Thus, many researchers believe that their colleagues should put more effort into the selection of an appropriate attribute set (Bradlow 2005; Helm et al. 2004; Keeney and Gregory 2005; Lee and Bradlow 2011; Lilien et al. 2013; Louviere et al. 2005; Wittink et al. 1982). According to Orme (2013). Researchers should consider the following requirements when defining an attribute set:

- attribute levels must be mutually exclusive
- there should be no interaction effects between attribute levels when conducting a traditional conjoint analysis
- attributes and levels must be understandable, concrete and unambiguously interpretable
- attributes must be important and attribute levels must be relevant and acceptable

Mutually exclusive indicates that an alternative can only comprise one level of each attribute. For example, imagine the attribute ‘add-on features’ for laptops has the levels ‘no add-ons’, ‘docking station’ and ‘digital pen’. These attribute levels are not mutually exclusive because the market also consists of laptops that have a docking...
station and digital pen (e.g., the Microsoft Surface laptops). In this case, researchers would be unable to compute the total utility of a laptop that has both features. Thus, it is necessary to include these levels as separate attributes, each described by two levels (yes/no), or extend the number of levels in the above example by adding the level ‘docking station and digital pen’. By doing so, the attribute would cover all possible level combinations, as suggested by Orme (2013).

Experimental designs for traditional conjoint analysis approaches often focus on estimating the main effects. Thus, potential interactions effects cannot be considered. Interaction effects are relevant if the level of one attribute influences consumer preferences for a level of another attribute. Assume, for example, that a consumer prefers a car that is ‘grey’ in colour. However, when thinking about a Ferrari sports car, he/she might prefer the colour red. Thus, the brand influences preferences for the colour attribute. Specific experimental designs enable researchers to estimate a priori known interaction effects (e.g., Carmone and Green 1981; Green and Srinivasan 1990). Alternatively, researchers can define ‘compound attributes’ to handle potential interaction effects for a traditional conjoint analysis. For example, rather than having brand and colour as separate attributes, one can combine them (e.g., ‘red Ferrari’, ‘grey Ferrari’, ‘red Audi’ or ‘grey Audi’; Green and Srinivasan 1990).

An advantage of using CBC is that it can handle interaction effects because it pools an entire experimental design across all respondents. Market researchers are thus also able to identify interaction effects post hoc, that is, after conducting a study. However, CBC is based on choices instead of more informative rankings or ratings, and compared to traditional approaches, it requires a higher number of respondents to derive stable estimates. This need to survey more respondents is even higher when expecting potential interaction effects for two reasons. First, a greater number of parameters must be estimated and second, a sufficient number of observations with specific level combinations are needed that potentially cause the interaction effect. Surveying an insufficient number of respondents may result in unstable and implausible interaction effects.

Attributes and levels must also be understandable, concrete and unambiguously interpretable; for example, attribute levels such as ‘very expensive laptop’ or ‘weight is 1–2 kilos’ are likely to be interpreted ambiguously, which leads to imprecise results and unreliable part-worth utilities. Researchers should thus, use concrete values such as ‘price is 1,600 EUR’, ‘weight is 1.2 kilos’ (Keeney and Gregory 2005; Orme 2013). Market researchers should also ensure that all respondents interpret the given information in the same way. It is, therefore, important to express attributes and levels in consumer-speak (see below).

If unsure that respondents understand attributes and their levels, researchers should explain them on additional screens before the preference measurement task. Attributes that are difficult to describe using text, such as product designs, can be presented using images, films, multimedia presentations, virtual reality or real product prototypes (Dahan and Srinivasan 2000; Ernst and Sattler 2000; Green and Srinivasan 1990; Jasper 2015; Looschilder et al. 1995; Orme 2013; Stadie 1998).

Finally, levels must be acceptable and attributes important for decision making. Conjoint analysis approaches should avoid unacceptable attribute levels because their existence would violate the assumption of a linear additive utility model (see above). As noted above, some methods (ACBC and the conjunctive compensatory self-explicated approach) enable researchers to identify unacceptable levels. This information is then used to avoid biased estimates.

Moreover, attributes should be important and its levels relevant since respondents would otherwise simply ignore them or apply non-compensatory decision rules that could bias part-worth utilities. When identifying important attributes, it is essential to remember that conjoint analysis is based on the fundamental assumption that an attribute’s importance is determined by the range of its respective levels relative to those of all other attributes (see Equation 2). For example, the price of a product may not have any importance, per se, and might be completely irrelevant if all available alternatives have identical prices. However, the broader the bandwidth of the attribute levels (i.e., difference between minimal and maximal price), the more important an attribute (Cattin and Wittink 1982; Goodwin and Wright 2000; Orme 2013; Steiner et al. 2016; Wilkie and Pessemier 1973). Thus, the importance of an attribute cannot be assessed without considering its respective levels.

Methods to determine potentially important attributes can be assigned to three groups: (i) approaches not based on a pre-study (ii) approaches based on qualitative pre-studies and (iii) approaches based on quantitative pre-studies.

First, methods that are not based on any pre-study share the advantages that attribute sets can be easily and quickly defined. As noted, the attribute set could simply be based on researchers or managers’ instincts (Cattin and Wittink 1982). However, such an approach may only confirm or refute experts’ extant beliefs. Further, it will provide limited new insight from a consumer perspective and important attributes or levels may be neglected (Gibson and Marder, 2002; Lee and Bradlow, 2011). Alternatively, market researchers could use an attribute set determined in a previous study or rely on secondary data such as advertising leaflets, websites or product reviews.

The quality of the resulting attribute set is not necessarily inferior. For example, in the case of managers, the resulting quality heavily depends on the experts’ knowledge. Such an approach, however, does not guarantee that respondents understand the attributes and level descripti-
ons (Louviere 1988; for an extensive discussion of these approaches, see Steiner et al. 2016).

Second, qualitative pre-studies can also be used to define attributes for preference measurement. Qualitative methods include process tracking (i.e., respondents describe how they made a decision), projective methods (e.g., laddering interviews), in-depth personal interviews, the elicitation technique (‘name all attributes that come to mind when thinking of buying a ...’) and focus groups (Adamowicz et al. 2008; Cattin and Wittink 1982). Qualitative methods provide deeper insight into reasons underpinning decision making and how people come to a decision. However, the number of respondents surveyed is often too small to make predictions about attributes relevant to a specific market. Qualitative interviews, thus, may represent the first step to identifying attributes since qualitative studies do not generate results that are representative for the target population (Adamowicz et al. 2008; Steiner et al. 2016).

Third, quantitative methods include approaches such as repertory-grid, direct ratings and dual questioning. The repertory-grid technique aims at revealing similarities and dissimilarities between products. However, previous research has demonstrated that the attributes used to make judgements on similarities or dissimilarities are not identical to those used when deciding between options (Leffkoff-Hagius and Mason 1993). The direct rating of attributes (‘please rate the importance of the following attributes’) and dual questioning (respondents are not only asked to rate the importance but also to assess the perceived distinctiveness of attributes) do not survey information on levels that respondents considered when evaluating the attributes. Such evaluations of attribute importance weights without surveying the respective levels cannot be used to explain decision making (Goodwin and Wright 2000; Wilkie and Pessier 1973).

In sum, none of the currently applied methods was developed to define a reasonable attribute set for conjoint analysis. In addition, no method describes the attributes on the basis of its levels. Thus, there is scope for methodological developments.

After defining a (long) list of potentially important attributes, researchers must define the number of attributes that respondents need to evaluate in a conjoint-analysis task. On the one hand, considering few attributes leads to less reliable results since respondents are likely to infer missing information from other attributes; for example, they may infer missing quality information from a brand attribute (Islam et al. 2007). Similarly, Gibson (2001) suggests that ‘all the attributes and levels that could affect choice should be included’ (p. 18) in preference measurement. Thus, the number of attributes should not be too small. On the other hand, conjoint analysis asks respondents to simultaneously consider all attributes. Respondents are more likely to use non-compensatory decision rules (e.g., by simply ignoring attributes) when being asked to evaluate alternatives that are described using too many attributes. As a result, the utility estimates will be less reliable (Green and Srinivasan 1978).

Therefore, researchers often suggest limiting the number of attributes to a maximum of six (Lilien et al. 2013) or in certain cases, eight (Orme 2013). However, researchers conducting conjoint studies should also consider respondents’ expertise and involvement with the research object. Fewer attributes should be considered if respondents’ have limited expertise on the research object since the perceived complexity of the product will be high and respondents are more likely to use simplification strategies (Lines and Denstadli 2004; McCullough 2002; Payne et al. 1999). Researcher can reduce this perceived complexity by using illustrative figures (see above) or keeping the attribute and level descriptions in the conjoint tasks as brief as possible. This enables researchers to survey a higher number of attributes (Orme 2013).

Moreover, fewer attributes should be assessed if respondents are less involved with the product category since this will increase the probability of them using simplifying decision rules when assessing many attributes (Curry 1997; Lines and Denstadli 2004). Thus, a pre-study on respondents’ expertise and involvement can help define a reasonable number of attributes.

A common practice among researchers and managers is to define the attribute levels after selecting the attributes to be used in their conjoint study. In this case, a key question is how researchers select appropriate levels. Some researchers suggest that the levels cover a typical range of levels (Eggers and Sattler 2011), Lilien et al. (2013) suggested that attribute levels should cover extreme values in the relevant market. Similarly, Orme (2013) proposed that ‘attribute levels should cover the full range of possibilities for relevant existing products as well as products that may not yet exist, but that you want to investigate’ (p. 54).

However, including a bandwidth of levels that is too wide increases the risk of including unacceptable levels (see above). Some approaches enable researchers to identify unacceptable levels at an individual level before or during the preference measurement task and unacceptable levels can then be excluded (see above). These approaches aim at inferring respondents’ decision strategies from their responses and then appropriately adjust the range of levels for the attributes. Other researchers suggested avoiding unacceptable levels at the outset to avoid as many unnecessary evaluations as possible. For example, Urban and Hauser (1980) suggested that if ‘you ask consumers to evaluate products ... and you want these answers to be relevant, you must limit your questions to the evoked set’ (p. 178).

Steiner et al. (2016) therefore, proposed an approach aimed at avoiding major problems in current approaches to defining attribute sets. Respondents begin with a warm-up task, in which they are asked to inform themselves about the alternatives currently on the market and asked to focus on those they are willing to buy (evoked
set). Next, the respondents are asked to name the products that seem acceptable and describe them on the basis of these attributes and levels they would consider to make a final decision. The resulting number of potential levels can be high. Researchers could, therefore, skip rarely mentioned levels. The emerging attribute set is then evaluated using a simplified self-explicated approach (see above). The result is a list of commonly used levels and attributes importance weights determined from the respective levels. Moreover, the approach uses the wordings consumers commonly apply when choosing a product and thus, respondents can more easily understand the resulting attribute set. In summary, this approach combines a qualitative and quantitative step and requires researchers to conduct two pre-studies, rendering it considerably more time-consuming than one-step qualitative or quantitative pre-tests.

Another alternative approach to define attribute sets was recently proposed by Rex Yuxing et al. (2015). The authors suggested using product related search keywords from Google Trends to determine important attributes. Their empirical findings revealed that search keywords are reasonable indicators of attributes’ importance in consumers’ decision-making processes. In addition, they recommended using the search keywords to identify relevant attribute levels. For example, a search for specific brand names provides information on brands that are most popular among consumers.

Finally, market researchers must decide on the number of levels to describe each attribute. Researchers are often tempted to use a large number of levels to, for example, better understand the non-linear effects of product price (e.g., price thresholds).

However, when applying a traditional conjoint analysis, the number of levels and attributes influence how many alternatives a respondent needs to evaluate. Therefore, researchers must limit the number of levels to avoid respondent fatigue. CBC pools the experimental design across respondents, making it possible to survey a higher number of levels. However, increasing the number of levels reduces the number of observations for each level. As a result, a researcher must either increase the sample size, which increases costs (Orme 2013), or accept that the utility estimates will be less precise and include more noise.

Many researchers have suggested selecting between two and five levels for each attribute. For quantitative levels, such as price, a researcher may interpolate between levels (Lilien et al. 2013; Orme 2013). The literature also suggests using equally spaced levels (e.g., price levels such as 1.49 EUR, 1.99 EUR, 2.49 EUR) when defining quantitative attribute levels such as price (Darmon and Rouziès 1989; Huber et al. 1992). Moreover, researchers should consider potential biases if the attributes differ by the number of levels. For example, Currim et al. (1981) found that respondents pay more attention to attributes with a higher number of levels. Thus, the higher the number of levels, the greater the importance assigned to the attribute. This effect is known as the number-of-levels effect.

Therefore, market researchers should attempt to even the number of levels across all attributes (Orme 2013; Wittink et al. 1982). However, using the same number of levels for every attribute might also make the preference measurement less realistic because important levels might be missing in the preference measurement design (Wittink et al. 1989). Consequently, researchers using conjoint analysis face a trade-off decision because they want to describe the attributes using all potentially relevant levels (e.g., include all important brands) as well as avoid overestimating the importance of the attributes with a higher number of levels.

6. Sample Selection, Explicating the Decision Context and Warm-up Tasks

Before conducting a preference measurement study, market researchers must decide how to select a sample. For most products, the main goal of the sampling process is to draw a sample which is representative of the target population. Depending on the product, however, the goal might also be to select consumers potentially interested in buying the product or who have the required expertise in the product category. Thus, when conducting a preference measurement study for a new sports car, wealthy consumers and consumers who currently own a sports car of the brand in question should be over-represented in the sample because how these potential buyers evaluate its features is of particular interest.

The focus on potential buyers is important since, an immediate need for a product or service is also likely to alter the evaluation of the product features. Previous research, for example, has suggested that respondents are less risk averse and consider fewer attributes when the choice is less imminent (Wright and Weitz 1977). Moreover, respondents that currently do not plan to buy a product are likely to underestimate the importance of the price (Bornemann and Homburg 2011).

For more complex products which involve currently unknown features, respondents may need sufficient deliberation time before their preferences can be reliably measured. It is, therefore, advisable to inform respondents about the relevant attributes and features before measuring preferences to anticipate the learning process from the consumer perspective. Otherwise, respondents might be unable to understand all attributes and benefits of the respective levels. In addition, respondents should have sufficient experience with the investigated product category (American Marketing Association 1992; Huber et al. 1971; Steiner 2007). If they do not, they are likely to rely on fewer information cues and overweight negative levels (Wright and Kriewall 1980; Wright and Weitz 1977).
Therefore, before actually measuring consumer preferences, (i) explicating the decision context and (ii) including warm-up or practice tasks are common to help respondents understand subsequent preference measurement tasks:

(I) When explaining attributes and levels to the respondents the goal is to give respondents some information about the specific decision context. The description of the decision situation is important because preferences are often context-dependent. For example, preferences differ depending on who will use the product (own purchase vs. gift purchase) and where the product is purchased (supermarket vs. specialty store).

Attribute and level descriptions can be provided using text (Louviere 1988, Steiner 2007) or pictures and video (Helm et al. 2012; Urban et al. 1996). Alternatively, respondents could be asked to experience attribute levels’ benefits before measuring preferences. For example, Jasper (2015) used virtual reality so that respondents could better understand the benefits of different car headlight systems.

Information on attributes and its respective levels is often presented immediately before preference measurement (e. g. Huber et al. 1993; Jaeger et al. 2001; Louviere 1988; Steenkamp and Wittink 1994; Steiner 2007). Some other researchers provide respondents with such information few days before the measurement and ask them to inform themselves about the benefits that the levels evoke (Helm et al. 2012; Steiner 2007; Wright and Kriewall 1980). Wright and Kriewall (1980) tested the effect of such a procedure and observed that respondents who received information few days before the study provided better answers in the evaluation task than those who did not, that is, the predictive validity was higher.

In general, explicating attributes and levels helps researchers reduce respondents’ uncertainty about the meaning of attribute levels and enables mental simulation (i.e., it helps decision makers imagine using the products and predicting its benefits; Jaeger et al. 2001; Wright and Kriewall 1980). Introducing attributes and levels to respondents is particularly relevant in the case of complex products with many attributes, but less relevant in decision contexts in which they already have considerable experience. For example, Jaeger et al. (2001) assessed consumers’ preferences for apples (e. g., Granny Smith or Red delicious) and observed little influence of attributes.

Elrod et al. (1992) suggested systematically designing the alternatives in such warm-up evaluation tasks. They defined alternatives that were assumed to represent the least, average and most preferred alternative, that is, respondents should be made aware of the bandwidth of levels assessed in a subsequent conjoint analysis. In addition, they recommended using an answering format which differs from the choice context but prepares respondents in making trade-off decisions. Jaeger et al. (2001), for example, presented 10 alternatives and asked respondents to categorize them into three groups (definitely buy, consider buying and would not buy) before answering the main conjoint tasks.

7. Validity and Reliability

Reliability and validity measures are commonly applied to evaluate the quality of preference measurement results. In the following sub-sections, we provide a brief overview of the commonly used measures.

7.1. Reliability

A respondent’s reliability can be tested, for example, by asking respondents to evaluate the same choice tasks twice during a conjoint interview. Researchers use intervening tasks to prevent respondents from noticing such reliability checks. An alternative is asking respondents to evaluate the stimuli in a second interview few days after the initial interview is conducted. The test-retest reliability denotes consistency between both evaluations (Green and Srinivasan 1978).

7.2. Internal and Predictive Validity

Internal validity can be used to test the consistency of respondents’ evaluations in the conjoint analysis task. The use of a specific internal validity measure depends on the estimation technique applied. For example, when estimating part-worth utilities using a traditional conjoint analysis and OLS regression, R2 provides a reasonable measure for respondent consistency. Alternatively, Pearson’s correlation coefficients (for ratings-based evaluations), Kendall’s Tau or Spearman’s correlation coefficients (rankings-based evaluations) can be used to compare the observed with predicted preferences for the tested stimuli (Green and Srinivasan 1978). When applying CBC, the root likelihood value (RLH) can be used to assess how well the estimates fit the data (Orme 2013).

The most dependable option to test the quality of a method’s estimates is to assess its ability to predict real choices (see the section on external validity). However, it is often impossible to survey real purchase decisions, and therefore, market researchers commonly focus on predictive validity as a surrogate. Predictive validity is analysed by including additional evaluation tasks in the questionnaire that are used as a benchmark. Two types of benchmark are common: hold-out tasks and reference methods.
Insight how the respondent will trade-off attributes. However, the respondent’s answers provide little lowest price and thus is highly consistent in his/her answer. A respondent might always choose an alternative with the decision rule might give highly consistent answers. A simplifying assumption of the additive utility model is appropriate. For example, respondents who focus on subset of attributes do not provide information on whether the additivity assumption is correct. The alternatives used in hold-out tasks and reference methods are often randomly designed (Green et al. 1993; Orme et al. 1997).

Market researcher can apply several hit rates to assess how well the estimated part-worth utilities predict evaluations in the hold-out tasks or reference method. The most often used is the ‘first choice hit rate’ (HR1): it tests how well part-worth utilities predict the preferred alternative in a given hold-out task. HR12 and HR123 indicate how often the first and second or the first, second and third alternative are correctly predicted when comparing the estimated total utilities with a reference method (Scholl et al. 2005).

Internal and predictive validity are important measures that assess respondents’ consistency. For example, researchers can use consistency measures to identify respondents who randomly answered the conjoint tasks, following highly inconsistent respondents can be removed from the dataset. However, consistency measures do not provide information on whether the additivity assumption of the additive utility model is appropriate. For example, respondents who focus on subset of attributes while ignoring others (i.e., those applying a simplifying decision rule) might give highly consistent answers. A respondent might always choose an alternative with the lowest price and thus is highly consistent in his/her answers. However, the respondent’s answers provide little insight how the respondent will trade-off attributes.

### 7.3. Applicability measures

Applicability measures are commonly used to obtain information on respondents’ subjective interview experience. It is important to consider respondents’ perceptions of a preference measurement study because subjective reactions may affect the data quality; in particular, negative perceptions are likely to induce biased estimates (Day 1975; Bettman and Zins 1979; McDaniel et al. 1985).

Information on the perceived applicability of an evaluation task tends to be surveyed directly after the preference measurement, which is based on direct evaluations using a rating scale (Smead et al. 1981). Table 4 presents items used frequently to assess the applicability of alternative preference measurement approaches.

<table>
<thead>
<tr>
<th>Item</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amount of information, information content</td>
<td>Day 1975; Smead et al. 1981; Bettman and Zins 1979; León 1997; Steenkamp and Van Trijp 1997; Bottomley et al. 2000</td>
</tr>
<tr>
<td>Degree of realism (1 = low, 9 = high)</td>
<td>Smead et al. 1981; Bettman and Zins 1979; Green and Srinivasan 1978; León 1997; Steenkamp and Van Trijp 1997</td>
</tr>
<tr>
<td>Certainty when evaluating alternatives (1 = low, 9 = high)</td>
<td>Smead et al. 1981; Bettman and Zins 1979; León 1997; Bottomley et al. 2000</td>
</tr>
<tr>
<td>Difficulty of evaluation (1 = high, 9 = low)</td>
<td>Day 1975; Smead et al. 1981; Bettman and Zins 1979; Johnson 1987; León 1997; Bottomley et al. 2000; Steenkamp and Van Trijp 1997</td>
</tr>
<tr>
<td>Enjoyment (1 = low, 9 = high)</td>
<td>León 1997; Bottomley et al. 2000; Steenkamp and Van Trijp 1997</td>
</tr>
<tr>
<td>Perceived diversity (1 = boring, 9 = diversified)</td>
<td>Green and Srinivasan 1978; Johnson 1987; Steenkamp and Van Trijp 1997</td>
</tr>
</tbody>
</table>

Tab. 4: Frequently used applicability measures

Hold-out tasks are evaluation tasks that are indistinguishable from the conjoint tasks but are not used when estimating utilities (Orme et al. 1997). Reference methods ask respondents to perform evaluation tasks differently from those of conjoint tasks. Thus, reference methods aim at assessing respondents’ consistency not only with respect to a specific evaluation task type but also across different task types (Steiner 2007). The alternatives used in hold-out tasks and reference methods are often randomly designed (Green et al. 1993; Orme et al. 1997).

Unrealistic stimuli (low degree of realism) should be avoided to reduce respondent burden arising from unnecessary evaluations (Mehta et al. 1992). However, it is often impossible to avoid unrealistic alternatives (e.g., high-priced, low-quality cars) when creating experimental designs. Some studies indicate that unrealistic alternatives might have little influence on predictive validity (Moore and Holbrook 1990).

Certainty measures perceived confidence during the evaluation of stimuli within a conjoint analysis. Perceived difficulty assesses the cognitive effort required when evaluating stimuli. Both constructs are related and low certainty and high perceived difficulties are indicators of the potential degree of respondents’ dependence on simplifying decision rules (Hoeffler and Ariely 1999; Thaler and Sunstein 2009; Spiegler 2011). Moreover, applicability measures often address items that are likely to influence respondents’ motivation (enjoyment of evaluation task and perceived diversity).

### 7.4. Face validity

Face validity assesses whether estimated part-worth utilities ‘look right’ from a researcher’s perspective (Chur- chill 1979), because researchers and experts will have a priori expectations regarding part-worth utilities (Acito and Jain 1980; Green and Srinivasan 1978; Scholl et al. 2005). For example, it is reasonable to assume that respondents prefer lower prices over higher ones (if all
other attribute levels of an alternative are equal). Obviously, it is not possible to test all attributes’ face validity since there are often attributes without an unambiguous a priori preference order for their levels (e.g., preference for a specific colour). Market researchers need to focus on attributes with a clear a priori ranking of their levels to assess the face validity of the data.

### 8. Interpretation of Part-Worth Utilities

Conjoint analysis utility estimates are interval scaled. Before interpreting the data, it is important to note that the utility estimates do not include a ‘natural’ zero point, which means rescaling each part-worth utility value will not influence the results’ interpretation (we discuss exceptions below). This insight is important when interpreting utility estimates because the data might be coded in different ways.

For traditional conjoint analysis approaches, dummy coding is the most common coding approach. For example, when applying a regression analysis to estimate part-worth utilities, one level of each attribute is set to ‘0’. All other estimated part-worth utilities can then be interpreted in reference to this level.

Let us explore the following example which presents part-worth utilities from a traditional conjoint analysis estimated using a regression analysis (see Tab. 5). In regression analysis, a constant term and attribute levels’ part-worth utilities are estimated (assume the constant term is 100). The constant term includes the utility a respondent derives from attribute levels not considered within a conjoint task and all levels a researcher defines as reference level (here, the colour white and brand A). As a consequence, the part-worth utilities of the reference levels remain unknown. For example, with respect to colour, we do not know the utility a consumer derives from ‘white’.

The part-worth utilities for the remaining colours (black and grey) represent the change in utility from the reference (white) to a respective level. For example, utility increases from white to grey by 40 units. Thus, it is important to note that these 40 units do not represent the total utility of the colour grey. The total value of ‘grey’ would be the sum of utility for ‘white’ (unknown) and part-worth utility of ‘grey’. Similarly, part-worth utilities from the ‘brand’ attribute indicate that the respondent preferred brand C over A and brand B was the least preferable brand. Here, utility increases by 40 units when switching from brand B to C.

Thus, part-worth utilities provide information on the change in utility induced by attribute levels. However, they provide no insight on the total utility consumers derive from a level. This is important since this implies that researchers cannot simply compare part-worth utilities between attributes. Thus, it would be wrong to imply, for example, that brand C provides twice as much value compared to the colour red. Moreover, researchers cannot conclude that brand C provides a higher utility than the colour red.

Another coding type commonly used with CBC is effects coding. When applying effects coding, each attribute’s part-worth utilities are scaled to sum to zero. Positive values denote levels that were preferred, while negative ones indicate less preferable levels. However, negative values do not mean that the respective levels have no (or a negative) value to the respondent. The negative values are merely a result of the effects coding as the sum of an attribute’s part-worth utilities must equal zero. Similar to dummy coding, part-worth utilities do not provide information on the absolute utility of a level but on an increase or decrease caused by a certain level compared to another level of the same attribute. Here as well, comparisons between attributes are not possible (Orme 2013).

As noted, a traditional conjoint analysis based on ratings suffers from the possibility of respondents differently interpreting rating scales. For example, some respondents might avoid extreme points on rating scales. Standardizing such data aligns the scale across respondents and enables researchers to aggregate the data (Sawtooth Software 2009; Steiner 2007).

For a traditional conjoint analysis, Equation 3 represents a common approach to standardizing part-worth utilities that result from measurements with rating scales (several other approaches can be applied as well; for an overview, see Steiner 2007). Commonly, researcher scale part-worth utilities and set the least preferred level to zero to ease interpretation (see Equation 3; Green and Krieger 1991; Green et al. 2001; Johnson 1987). Equation 3 also divides the respective part-worth utilities by the sum of all part-worth utilities of all attributes. As a result, the sum of all standardized part-worth utilities equals one for all respondents.

\[
\beta_{ij}^{\text{std}} = \frac{\beta_{ij} + |\min_{j} \beta_{ij}|}{\sum_{j=1}^{J} (\beta_{ij} + |\min_{j} \beta_{ij}|)}
\]  

(3)

As noted, for CBC, part-worth utilities are commonly zero-centred at the respondent level. For each attribute,
part-worth utilities are scaled to sum to zero. Moreover, across attributes, differences between most and least preferred levels average 100. Researchers that fear the misinterpretation of negative values by the management could reset the least preferred level to zero (see denominator in Equation 3).

9. Market Simulations and External Validity

Part-worth utilities provide information on how desirable attribute levels are. However, from a managerial perspective, predictions of consumers’ potential future behavior are of greater interest. Market simulations provide information on the relative share of respondents who prefer predefined products in a certain competitive environment. They enable managers to test alternative market scenarios. For example, managers can assess price-demand curves, the impact of product adjustments, competitive pressure between products, and potential cannibalization effects of line extensions (Green and Krieger 1988). Conducting a market simulation begins with defining relevant products. Then, the total utility of these products is computed at the individual or target group level (Green and Krieger 1988). As described in Equation 1, the total product utility is the sum of its part-worth utilities.

Researchers conducting a CBC may compare the total utility value of products to that of the ‘none’ option. The higher the difference between the total utility of an alternative and the utility of the ‘none’ option, the more likely it is for respondents to accept the alternative. A product’s total utility below the ‘none’ option’s value indicates that respondents are more likely to not accept the offer.

CBC is based on choices, and thus, researchers can easily apply the logit model to estimate market shares. Market shares are predicted by simply exponentiating the total utility of a product (\(U_{im}\) is the total utility of U with m levels for respondent i) and then dividing this value by the sum of all products’ exponentiated values and the none option (see Equation 4 and Tab. 6 for an example; Green and Krieger 1988; McFadden 1976; Sawtooth Software 2013b).

\[
p_{im} = \frac{\exp(U_{im})}{\sum_{m}^{M} \exp(U_{im})}
\]

Researchers that apply a traditional conjoint analysis need to transform total product utilities into choices using common decision rules. In addition, researchers’ applying effects coding (see above) should first normalize part-worth utilities. Normalizing the data is necessary since applying effects coding may result in negative total utilities (product 3 in Tab. 6) and as a result, market share predictions would be negative. Data is often normalized by assigning a zero to the least preferred level of each attribute (Green and Krieger 1988; also see above).

Moreover, depending on the estimation technique used (e.g., OLS regression), a researcher may also estimate a constant term. This constant term must also be considered when computing the products’ total utility because part-worth utilities only provide insight into the increase in utility relative to a reference level (see above dummy or effect coding). While some researchers ignore the constant term (e.g., Lund et al. 1988), Green and Krieger (1988) demonstrated the effect of (not) accounting for the constant term (see below for an example).

As noted, researchers then need to select a decision rule that converts utility values into choice probabilities. Two types of rules are common: deterministic and probabilistic rules. Deterministic rules assign a choice probability of 100 % to a product, while all other alternatives are chosen with a probability of 0 %. The total market share then represents the share of decision makers who selected the respective product.

The simplest decision rule is the ‘first choice’ rule (or max utility rule). This rule assumes that a respondent will always choose an alternative with the highest utility. The first choice rule, thus, only considers the frequency of preferring an alternative while ignoring the utilities of all others. Moreover, the first choice rule assumes perfectly rational decision makers, that is, consumers will choose an alternative with the highest utility with a probability of 100 %, even if the alternatives only differ slightly in total utility value. However, in reality, humans often behave differently and thus, do not always choose products that have the highest utility. People make choices with variability even when asked to select the preferred alternative from identical choice sets (Huber and Miller 1999). As a result, first choice models tend to overestimate the market shares of preferred products (Johnson and Orme 2003; Orme and Baker 2000). Therefore, some researchers have suggested discontinuing the use of the first choice model (Sawtooth Software 2003).

<table>
<thead>
<tr>
<th></th>
<th>Total utility</th>
<th>Exp. (total)</th>
<th>Market Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product 1</td>
<td>0,800</td>
<td>2,226</td>
<td>0,353</td>
</tr>
<tr>
<td>Product 2</td>
<td>0,500</td>
<td>1,649</td>
<td>0,262</td>
</tr>
<tr>
<td>Product 3</td>
<td>-0,500</td>
<td>0,607</td>
<td>0,096</td>
</tr>
<tr>
<td>None</td>
<td>0,600</td>
<td>1,822</td>
<td>0,289</td>
</tr>
<tr>
<td>Sum</td>
<td>6,303</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Tab. 6: Market share estimation for total utilities based on CBC
The utility of\( m \)Cim market share values. are then averaged across respondents to compute overall sen. Its most common version is identical to the sumes that any option has some probability of being cho-

In contrast, probabilistic (share of utility) rules assign choice probabilities to all alternatives. For example, the logit rule (Orme and Baker 2000). The proba-

Despite its potential problems, researchers commonly rely on the first choice rule when testing a conjoint analysis’ external validity and/or benchmarking alternative preference measurement techniques (see, for example, Chapman et al. 2009; Lund et al. 1988; Srinivasan and deMaCarty 1999).

In contrast, probabilistic (share of utility) rules assign choice probabilities to all alternatives. For example, the BTL model (Bradley and Terry 1952; Luce 1959) assumes that any option has some probability of being chosen. Its most common version is identical to the share of preference model (Orme and Baker 2000). The probability of an alternative \( m \) being chosen by respondent \( i \) is the utility of \( m \) divided by that of all alternatives (see Equation 5). Choice probabilities at the individual level are then averaged across respondents to compute overall market share values.

\[
C_{ij} = \frac{\exp(U_{ij})}{\sum_{m=1}^{M} \exp(U_{im})}
\]  

The logit rule described above can also be applied to predict market shares for estimates using a traditional conjoint analysis. The BTL and logit rule often result in similar market share estimates (Green and Krieger 1988).

It is noteworthy that the BTL and logit rule are sensitive to the approach used to standardize data. The example in Tab. 7 presents the utilities of three respondents (R1, R2, and R3). It is similar to that in Green and Krieger (1988) and demonstrates certain potential effects of standardizing data (i.e. considering an additive or multiplicative constant). Scenario 1 denotes a base scenario while in scenario 2, a constant term of 3 is added to all utilities. In scenario 3 all values are multiplied by 3. Market share estimates based on the first choice rule are not influenced by such changes since standardizing data does not alter the rank of the preferred alternative. However, adding a constant term impacts market share estimates for the BTL rule. Adding a constant term reduces differences in the total product utilities. As a result, differences in market share estimates diminish. Adding a constant term does not influence market share estimates that are based on a logit rule. In contrast, multiplying all utility values (scenario 3) does not influence BTL market share estimates but heightens differences for market share estimates derived by the logit rule. In summary, market researchers’ methods of standardizing data influences market share estimates for BTL and logit choice rules.

Moreover, both BTL and logit rules suffer from the ‘share inflation’ problem if similar products exist in the market. A commonly cited example is the red bus/blue bus problem. Imagine a market with two options, cars and red busses, both of which have a market share of 50%. Now assume that a new option, a blue bus, is introduced. The logit and BTL rules predict that this new option (blue bus) will obtain an equal share as those of the red bus and cars. As a result, the market share for busses will be 67% and those for cars will shrink to 33%. Such predictions are, however, unrealistic. It is more reasonable to assume that introducing a new colour for busses should not influence its market share, which should, remain close to 50%. In other words, market share estimates should be independent from irrelevant alternatives (IIA problem). As noted, BTL and logit rules are influenced by IIA, while this problem does not hold true for the first choice rule (Huber and Miller 1999; Johnson and Orme 2003; Orme and Baker 2000).

It is noteworthy that the BTL and logit rule are sensitive to the approach used to standardize data. The example in Tab. 7 presents the utilities of three respondents (R1, R2, and R3). It is similar to that in Green and Krieger (1988) and demonstrates certain potential effects of standardizing data (i.e. considering an additive or multiplicative constant). Scenario 1 denotes a base scenario while in scenario 2, a constant term of 3 is added to all utilities. In scenario 3 all values are multiplied by 3. Market share estimates based on the first choice rule are not influenced by such changes since standardizing data does not alter the rank of the preferred alternative. However, adding a constant term impacts market share estimates for the BTL rule. Adding a constant term reduces differences in the total product utilities. As a result, differences in market share estimates diminish. Adding a constant term does not influence market share estimates that are based on a logit rule. In contrast, multiplying all utility values (scenario 3) does not influence BTL market share estimates but heightens differences for market share estimates derived by the logit rule. In summary, market researchers’ methods of standardizing data influences market share estimates for BTL and logit choice rules.

In summary, first choice rules seem unrealistic since they assume ‘perfectly rational’ decision makers. For traditional conjoint analysis approaches, researchers may influence market share estimates for BTL and logit rules depending on how they standardize data. Moreover, BTL and logit rules suffer from IIA. However, in practice, these biases can be avoided, to a certain extent, when using individual- or at least, group-level preference data. However, there is no ‘gold standard’ rule when predicting market shares. Researchers commonly apply different approaches and select a method that produces share estimates that fit real market shares. Moreover, market shares can be ‘tuned’ to better represent real market shares, for example, by using a multiplier, i.e., defining a value with which all estimates are multiplied to better reflect real market shares (Huber and Miller 1999; Saw-tooth Software 2003). Alternatively, researchers can test which rule best predicts hold-out sets and use this rule to predict market share.
All three types: the first choice rule, BTL rule, and the logit rule are commonly applied in research and practice. The randomized first-choice model (RFC) represents a technique that, thus far, has been used less often. RFC is based on the traditional first-choice rule but accounts for the fact that any consumer choice is, to a certain degree, influenced by variability (by adding a random error). In essence, RFC is based on repeated market share predictions at the individual (or group) level while adding product variation and attribute variation in all iterations. Here, hundreds or thousands of iterations are drawn. Market share estimates are then computed as an average of all iterations.

RFC adds attribute variability (a random error to part-worth utilities) since respondents may not always pay the same attention to specific features (e.g., respondents may pay more attention to selected features on certain occasions and to price on some others). Moreover, adding an identical random error to products that share the same levels results in a stronger correlation and therefore, stronger competition. This avoids IIA biases (Huber and Miller 1999; Orme 2013; Orme and Baker 2000).

Finally, preference measurement data can be used to define an ‘optimal’ product or product portfolios. These approaches do not only rely on preference data but also consider costs and can be used to increase profitability (for more details, see Sawtooth Software 2003).

Market researchers can also use estimates to evaluate the external validity of preference measurement, that is, the ability to predict real choice behaviour. To evaluate the performance of preference measurement approaches, researchers compare stated preferences with subsequent real choices (Louviere and Timmermans 1992; Louviere and Woodworth 1983; Tscheulin 1991; Krishnamurthi 1988; Srinivasan and Park 1997) or willingness to pay (Brzoska 2003; Schlag 2008) at individual levels. All of these studies are based on a within-subject design. Alternatively, other studies have assessed the ability to predict market shares (Lund et al. 1988; Louviere and Timmermans 1992; Louviere and Woodworth 1983; Natter and Feinstein 2002; Parker and Srinivasan 1976). Thus, they aim to provide insight on whether revealed purchase intentions within surveys can be used to predict future market success beyond the sample surveyed.

As noted, numerous studies have demonstrated the general ability of common preference measurement approaches to predict real market behaviour, that is, preference elicitation techniques can have a high external validity. The extant literature has also suggested that traditional conjoint analysis methods well predict real choices (Benbenisty 1983; Krishnamurthi 1988; Parker and Srinivasan 1976; Robinson 1980; Srinivasan and Park 1997; Tscheulin 1991), while the same holds true for CBC (Chapman et al. 2009; Louviere and Timmermans 1992; Natter and Feinstein 2002). Chapman et al. (2009) compared ACBC with CBC and observed similar predictions with ACBC, revealing market share estimates that were only slightly closer to reality. However, even simple compensatory preference measurement approaches seem to provide reasonable estimates (Srinivasan and Park 1997; Srinivasan and de MaCarty 1999).

With respect to specific estimation techniques, previous research suggests that even simple aggregate models seem to provide reasonable market share predictions and that there is little difference between the methods applied (Natter and Feinstein 2002). Natter and Feinstein (2002) used CBC data; computed part-worth utilities using an aggregate model, latent-class approach and a hierarchical Bayes approach. They then compared market share predictions with real market shares. They concluded that none of the three estimation techniques outperformed the other and that all provided good estimates. Similar results were found for different estimation techniques used to analyse data on the basis of traditional conjoint analysis approaches (Kamakura and Ozer 2000; Vriens et al. 1996).

In summary, conjoint analysis and even simple approaches seem feasible methods to predict real choices. However, sometimes they fail to do so. The reasons underpinning potential differences between predicted and real market behaviour are multifold. As noted in the previous sections, the selection of attributes, the experimental design, and the presentation format also influence conjoint analysis estimates. For example, conjoint analysis results can only reasonably predict real behaviour if marketers considered all relevant attributes and their respective levels in the study. Moreover, market simulations are based on the assumption that only product features (levels) and their respective prices influence product choice. As such, market simulations do not consider the potential effects of other marketing-mix elements. For example, market simulations do not account for differences arising from distribution (e.g., limited availability due to stock-outs, differences in sales force effectiveness, ubiquity of product and market coverage) and communication (differences in product or brand awareness). Moreover, conjoint market simulations do not consider different market-entry strategies (entering a market earlier or later influences sales; Sawtooth Software 2006).

Wong and Sheth (1985) proposed a framework that helps explaining differences between intentions and actual behaviour. It considers four main dimensions: unexpected events, personal characteristics, social environment, and involvement. ‘Unexpected events’ refers to the influence of the in-store choice environment on decision making. For example, product unavailability (stock-outs), sales promotions and other price changes and time pressure might influence ultimate choices. Moreover, Wong and Sheth (1985) suggested that the choice environment’s impact is influenced by personal characteristics. For example, certain people are less effective in self-regulating their purchase behaviour and tend to engage more in impulsive decision making. Impulsive decision making is less predictable than deliberate choices; thus, the gap
between choice predictions and real behaviour might be higher. Social environment denotes the influence of others on consumers’ decision making. For example, the brand people buy as gifts might differ from one they commonly buy for themselves. Finally, decision makers’ product involvement also influences the relationship between intentions and real behaviour. The fundamental reasoning is similar to personal characteristics; that is, consumers will engage in more extensive decision making if the choice task involves a financial, functional, or social risk. Thus, decisions tend to be based on product features. However, if a choice task involves limited risk, consumers are likely to engage in impulsive decision making.

Finally, and in line with all empirical works, sampling also influences results’ generalizability. To predict real market behaviour, respondents must be representative of the population or target group of interest (Sawtooth Software 2006).

In sum, conjoint analysis predictions might fail because product choice is not only influenced by factors that can be considered within conjoint analysis studies (e.g., product features, price, experimental design and conjoint analysis type) but also numerous other factors. Researchers, therefore, suggested that conjoint simulation results should not be interpreted as predictions of market shares but as the share of interest a product is likely to spark in the market (Sawtooth Software 2006). Market researchers who aim at predicting market shares and know that the above-mentioned assumptions are violated may adjust market share predictions using the above mentioned multipliers to better capture differences in, for example, brand awareness, distribution level, and differences in purchase frequency or amount (for a detailed description, see Sawtooth Software 2006).

10. Conclusions

As recently noted by Eggers et al. (2016), determining the factors that influence the validity of preference measurement results should be a key goal for researchers in the field. For example, realistic images of the attributes and levels as well as video instructions may increase the validity of a preference measurement study. The influence of these craft factors might, in some cases, affect the results’ validity more strongly than the selection of the preference measurement approach. We, therefore, argue that more research should be warranted to determine the craft factors that need special attention. This paper explicates important craft factors such as the definition of attribute sets, the explication of decision context and use of warm-up tasks. We, therefore, contribute to this important discussion, although without empirically testing these potential craft factors.

Our paper is intended to serve as a user’s guide to the ‘galaxy’ of consumer preference measurement. To elaborately, we highlight topics we consider important for both academics and practitioners, but neglect others because of space restrictions. We highlight potential pitfalls on the basis of our own experience with preference measurement studies and hope that our guide will help potential users of preference measurement approaches to make better decisions when setting up their preference measurement studies.

Notes

[1] Addelman plans are implemented in SPSS. Conjoint experimental designs can be easily developed using the Orthoplan command.
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